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 Background and Objectives: Accurate daily river flow forecasting 

particularly in humid catchments characterized by dynamic 

hydrological regimes plays a vital role in sustainable water resources 

management, hydrological planning, and flood risk mitigation. In recent 

years, soft computing–based models, including machine learning and 

deep learning approaches, have garnered significant attention in water 

engineering due to their inherent capacity to capture complex, 

nonlinear, nonstationary, and multivariate relationships. However, 

empirical evidence indicates that a systematic and comparative 

evaluation of advanced artificial intelligence models especially under 

humid catchment conditions and at daily temporal resolution remains 

insufficient. This research gap not only limits a comprehensive 

understanding of the strengths and limitations of each method but also 

poses serious challenges to the transferability, robustness, and 

operational reliability of these models in practical decision-making. To 

address this gap, the present study evaluates and compares the 

performance of machine learning and deep learning models for daily 

river flow prediction, with a specific focus on a humid basin subject to 

climate variability, thereby clarifying methodological innovations and 

operational applicability of these AI-driven approaches. 

Materials and Methods: In this study, daily meteorological and 

hydrometric data spanning the period from 1969 to 2018 were first 

collected. Precipitation (Pt), evaporation (Et), and river flow discharge 

with one- to three-day lags (Qt₋₁ to Qt-3) were used as input variables. 

Pearson correlation coefficients were calculated between input and 

output variables, based on which five input scenarios and model 

configurations were selected. Data preprocessing (including 

homogenization, outlier removal, reconstruction of missing values, and 

normalization) was performed, and the dataset was split into training 

and testing subsets in a 70:30 ratio. For modeling, one machine learning 

algorithm Support Vector Regression (SVR) and two deep learning 

models Convolutional Neural Network (CNN) and Generative 

Adversarial Network (GAN) were employed. Model performance was 
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evaluated using multiple metrics: Coefficient of determination (R²), 

Root Mean Square Error (RMSE), Percent Bias (PBIAS), and Kling–

Gupta Efficiency (KGE). The results were compared in tabular form, 

and final outcomes were visually presented using scatter, time series, 

violin plot, and Taylor diagrams. 

Results: The results indicated that SVR model achieved the best 

performance in Scenario 5 (SN5), yielding R² of 0.85, RMSE of 5.675 

m³/s, PBIAS close to zero (0.475%), and KGE of 0.877 during the 

testing phase. In this scenario, SVR outperformed the CNN and GAN 

models by 3.8% and 3.4% in terms of R², and by 14.1% and 14.0% in 

terms of KGE, respectively. Moreover, the CNN and GAN models 

demonstrated acceptable performance only in the more complex 

scenarios (SN3 to SN5), while exhibiting poor results in the simpler 

scenarios (SN1 and SN2), with R² values below 0.04. Overall, SVR with 

the optimal input combination (SN5) provided the most stable and 

accurate predictions, showing statistically significant superiority over 

the other two models across all effective scenarios. 

Conclusion: In daily river discharge forecasting within highly variable 

basins, model input structure exerts a far greater influence than 

algorithmic complexity so much that excluding lagged discharge values 

led to complete predictive failure (R² < 0.04), even when employing 

deep learning architectures. Among the evaluated models, Support 

Vector Regression (SVR) under the optimal scenario (SN5) achieved 

the most accurate and unbiased performance in the testing phase, with 

R² = 0.850, RMSE = 5.675 m³/s, and PBIAS = 0.475%, significantly 

outperforming both CNN and GAN. These findings substantiate a 

fundamental principle in hydroinformatics: Under conditions of limited 

data and high climatic stress, model selection should be guided by 

alignment with the hydrological character of the data, rather than by 

algorithmic novelty alone, a conclusion with direct implications for 

designing operational forecasting systems and adaptive water 

governance in vulnerable regions. 
Cite this article: Maroofinia, E., Esmat Sa‘atloo, S.M., Shakoft, S.,& Yazdanimehr, R. (2025). Performance 
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 مقاله پژوهشی

 یاىجر رٍزاًِ بیٌی یصپ یبرا هبتٌی بر هحاسبات ًرم یّا رٍش عولکرد یابیرزا

 رٍزاًِ یزهاً یکرٍدخاًِ با تفک

 
 3ٚ سٚیب یضدا٘ی ٟٔش 2، كذیمٝ ؿىفتی 1ػبٓتّٛ ػیذ ٟٔذی ٓلٕت ،*1ادسیغ ٔٔشٚفی ٘یب

 
 ، ایراىتْراى ،علَم ٍ تحقیقات تْراىداًطگاُ ، داًطکذُ هٌْذسی عوراى، ، گرٍُ عوراىدکتریفارغ التحػیل  -1

 ایراى ّرهسگاى، گرٍُ هٌْذسی هٌابع طبیعی، داًطکذُ کطاٍرزی ٍ هٌابع طبیعی، داًطگاُ ّرهسگاى، ،داًطجَ دکتری -2

 ایراى هلایر، هلایر، ، داًطکذُ هٌابع طبیعی ٍهحیط زیست، داًطگاُ، گرٍُ طبیعتداًطجَی کارضٌاسی ارضذ -3

 edris.marufynia1389@gmail.com، ٘ٛیؼٙذٜ ٔؼئَٛ*: 

یذُچک عات هقالِلااط   

ٔشًٛة ثب  یضآثش یٞب حٛهٝدس  یظٜٚ سٚصا٘ٝ، ثٝ یبعسٚدخب٘ٝ دس ٔم یبٖخش یكدل ثیٙی یؾپ: سابقِ ٍ ّذف

ٚ وبٞؾ  طیهیذسِٚٛٞ ٞبی یضیس ٔٙبثْ آة، ثش٘بٔٝ یذاسپب یشیتدس ٔذ یبتیح ی٘مـ یب،پٛ طیهیذسِٚٛٞ یٓسط

) یبدٌیشی ٔبؿیٗ ٚ ٕٓیك(  ثش ٔحبػجبت ٘شْ یٔجتٙ یٞب ٔذَ یش،اخ یٞب . دس ػبَوٙذ یٔ یفبا یلاةخٌش ػ

آة  یٔٛسد تٛخٝ ٌؼتشدٜ دس ٟٔٙذػ یشٜ،ذٔتغٚ چٙ یؼتب٘با یشخٌی،سٚاثي غ یصػب ٔذَدس  یرات ییتٛا٘ب دِیُ ثٝ

ّٕٓىشد  ای یؼٝٚ ٔمب یؼتٕبتیهػ یبثیوٝ اسص دٞذ ی٘ـبٖ ٔ یحبَ، ؿٛاٞذ تدشث یٗا٘ذ. ثب ا لشاس ٌشفتٝ

سٚصا٘ٝ، ٕٞچٙبٖ  یٔشًٛة ٚ ثب دلت صٔب٘ یٞب حٛهٝ یيدس ؿشا یظٜٚ ثٝ ٔلٙٛٓی،ٞٛؽ  یـشفتٝپ یٞب ٔذَ

 دٞذ، یٞش سٚؽ سا وبٞؾ ٔ ٞبی یتٚ ٔحذٚد یبتٟٙب دسن خبْٔ اص ٔضا ٘ٝ یمبتی،ؿىبف تحم یٗاػت. ا ی٘بوبف

ٝ خثب چبِؾ خذی ٔٛا یبتیّٕٓ ٞبی ٌیشی یٓٞب سا دس تلٕ ٔذَ یشیا٘تمبَ، اػتحىبْ ٚ آتٕبدپز یتثّىٝ لبثّ

سا دس  یكٚ ٕٓ یٗٔبؿ یبدٌیشی یٞب سٚؽؿىبف، ّٕٓىشد  یٗثب ٞذف پش وشدٖ ا ،ٌٔبِٔٝ یٗ. اذوٙٔی

ٚ  اسصیبثی ،یٕیالّ ییشاتتغ یشتحت تأث ،ٔشًٛة حٛهٝ یهتٕشوض ثش  سٚدخب٘ٝ ثبسٚصا٘ٝ  یبٖخش ثیٙی یؾپ

ٔـخق  هٛحٚٞب سا ثٝ ٔذَ یٗا اص یبتیٚ أىبٖ اػتفبدٜ ّٕٓ یؿٙبخت سٚؽ ٞبی یتب ٘ٛآٚس وٙذ یٔ یؼٝٔمب

 .یذٕ٘ب

ٞیذسٚٔتشی دس ٔمیبع سٚصا٘ٝ دس ی ٞب ایؼتٍبٜی ٞٛاؿٙبػی ٚ ٞب دادٜاثتذا  ،دس ایٗ پظٚٞؾ: ّا رٍشهَاد ٍ 

ی ثبسؽ ٞب دادٜاص اخز ٌشدیذ.  سٚدخب٘ٝ تدٗ ٚالْ دس اػتبٖ ٔبص٘ذساٖ 1397ِغبیت پبیبٖ  1348دٚسٜ صٔب٘ی 

(Pt)( تجخیش ،Et دثی خشیبٖ سٚدخب٘ٝ اص یه تب ػٝ سٚص )تأخیش (Qt-1  تبQt-3) ٝٓٙٛاٖ ٔتغیشٞبی ٚسٚدی ث

ی ؿذ ٚ پٙح ٌیش ا٘ذاصٜاػتفبدٜ ٌشدیذ. ثش اػبع هشیت پیشػٖٛ، ٕٞجؼتٍی ثیٗ ٔتغیشٞبی ٚسٚدی ٚ خشٚخی 

ی ٞب دادٜػبصی، حزف داصؽ دادٜ ) اص لجیُ ٍٕٞٗپش پیؾّٕٓیبت ػٙبسیٛ ٚ تشویت ٔذَ ا٘تخبة ٌشدیذ. 

ثٝ  70ثٝ آٔٛصؽ ٚ آصٖٔٛ ثب ٘ؼت  ٞب دادٜىیه ػبصی( ٚ تفپشت، ثبصػبصی اًلآبت ٚ دادٜ ٔفمٛدٜ ٚ ٘شٔبَ

ٔذَ یبدٌیشی ٔبؿیٗ ثشداس پـتیجبٖ  یهصی اص ػب ٔذَا٘دبْ ٌشفت. خٟت ا٘دبْ  ٞب دادٜدسكذ سٚی  30

ٚ ؿجىٝ ِٔٛذ سلبثتی  (CNN( ٚ دٚ ٔذَ یبدٌیشی ٕٓیك ؿجىٝ ٓلجی پیچـی یب فشاٌـتی )SVRسٌشػیٖٛ )

اسصیبثی هشیت  ثشسػی ٚ اسصیبثی ٔیضاٖ دلت ٔذَ، اص ٔٔیبسٞبیخٟت ( اػتفبدٜ ٌشدیذ. GANیب تخبكٕی )

R) (تٔییٗ)تجییٗ 
( ٚ هشیت PBIAS(، دسكذ ػٌٛیشی یب ٘باسیجی )RMSE(، سیـٝ ٔیبٍ٘یٗ ٔشثٔبت خٌب )2

( اػتفبدٜ ٌشدیذ. خشٚخی ٘تبیح دس خذاَٚ ٔشثًٛٝ ٔٛسد ٔمبیؼٝ لشاس ٌشفتٝ ٚ KGEٌٛپتب )-ٚسی وّیًٙثٟشٜ

ٚ دیبٌشاْ تیّٛس ٕ٘بیؾ دادٜ  ِٗ پلاتٛست ثلشی ثب ٕ٘ٛداسٞبی پشاوٙذٌی، ػشی صٔب٘ی، ٚیكٛ ثٝ٘تبیح ٟ٘بیی 

 :ًَع هقالِ

 یپظٚٞـ -یٔمبِٝ وبُٔ ّٕٓ

 

 06/09/1404 یبفت:دسیخ تبس

 27/09/1404تبسیخ ٚیشایؾ:

 09/10/1404یشؽ: پز یختبس
 

 :یذیکل ّای ٍاشُ
 ی سٚدخب٘ٝ،ثیٙپیؾ

 ٔحبػجبت ٘شْ،

 یبدٌیشی ٕٓیك،

 هشیت پیشػٖٛ،

 .حٛهٝ تدٗ
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 ؿذ.

 یًٛس ّٕٓىشد سا داؿتٝ اػت، ثٝ یٗ( ثٟتشSN5پٙدٓ ) یٛیدس ػٙبس SVR٘ـبٖ داد وٝ ٔذَ  یح٘تب :ّا یافتِ

ٔتش  675/5( ٔٔبدَ RMSEٔشثٔبت خٌب ) یبٍ٘یٗٔ یـٝ، س85/0( ثشاثش ثب R²) ییٗتج یتهش ،وٝ دس فبص آصٖٔٛ

 یٙٝوٕ یوّ وبسایی ٚ( دسكذ 475/0ثٝ كفش ) یه( ٘ضدPBIAS) یشی یب ثبیبعدسكذ ػٌٛ یٝ،ٔىٔت ثش ثب٘

(KGE ثشاثش ثب )ثب  یؼٝٔذَ دس ٔمب یٗدػت آٚسد. ا سا ثٝ 877/0CNN  ٚGAN یتتشت ثٝ یٛ،دس ٕٞبٖ ػٙبس 

 یٗ،داؿت. ٕٞچٙ یدس فبص آصٖٔٛ ثشتش KGEدسكذ اص ِ٘ش  R²  ٚ1/14  ٚ14دسكذ اص ِ٘ش  4/3ٚ  8/3

 ٘ـبٖ داد٘ذ، دس داص خٛ یٌّٔٛث یی( تٛا٘بSN5تب  SN3) یچیذٜپ یٛٞبیتٟٙب دس ػٙبس CNN  ٚGAN یٞب ٔذَ

ثب  SVR(. دس ٔدّٕٛ، R² < 0.04داؿتٙذ ) یفی( ّٕٓىشد هSN1  ٚSN2ٔػبدٜ ) یٛٞبیدس ػٙبس وٝ  یحبِ

 یآٔبس یبسٞبیسا اسائٝ وشد ٚ اص ِ٘ش ٔٔ ٞب ثیٙی یؾپ تشیٗ یكٚ دل یذاستشیٗ( پبSN5) ٞب یٚسٚد ی یٙٝثٟ یتتشو

 داؿت. یاسد یٔٔٙ یثشتش یٍشٔؤثش، ثش دٚ ٔذَ د یٛٞبیدس تٕبْ ػٙبس

 یذ،ثب ٘ٛػب٘بت ؿذ یٞب حٛهٝسٚدخب٘ٝ دس  یدث ی سٚصا٘ٝ ثیٙی یؾٌٔبِٔٝ ٘ـبٖ داد وٝ دس پ یٗا :گیری یجًِت

 یتأخیش ٞبی یوٝ حزف دث داسد؛ چٙبٖ یتٕیاٍِٛس یچیذٌیاص پ تش یچٙذٔشاتج یشیٔذَ تأث یػبختبس ٚسٚد

 یبٖ. دس ٕٔٓیك یبدٌیشی ٞبی یثب اػتفبدٜ اص ٕٔٔبس یؿذ، حت (R² < 0.04) ثیٙی یؾٔٙدش ثٝ ؿىؼت وبُٔ پ

، R² = 0.850  ثٝ یبثیثب دػت (SN5) یٙٝثٟ یٛیدس ػٙبس (SVR) یجبٖثشداس پـت یٗٔبؿ یبثی،ٔٛسد اسص یٞب ٔذَ

RMSE  = 5.675 m³/s  ٚ PBIAS = 0.475٪ ّٕٓىشد سا اص  ػٌٛیشتشیٗ یٚ ث تشیٗ یكدس فبص آصٖٔٛ، دل

 یذسٚا٘فٛسٔبتیهاكُ ٞ یٗثش ا یٌٛاٞ ٞب یبفتٝ. یبفت داسی یٔٔٙ یثشتش CNN ٚ GAN خٛد ٘ـبٖ داد ٚ ثش

 یتثب ٔبٞ یكثش اػبع تٌج یذا٘تخبة ٔذَ ثب یٕی،ٔحذٚد ٚ پشتٙؾ الّ یٞب دادٜ یيٞؼتٙذ وٝ دس ؿشا

 یًشاح یثشا یٕیٔؼتم یبٔذٞبیوٝ پ ای یتٕی یبفتٝاٍِٛس ی٘ٛآٚس ی یٝدادٜ ثبؿذ، ٘ٝ كشفبً ثش پب طیهیذسِٚٛٞ

 .داسد پزیش یتدس ٔٙبًك آػ یآث ا٘یٚ حىٕش یبتیّٕٓ ثیٙی یؾپ یٞب ػبٔب٘ٝ

هبتٌی بر  یّا رٍش یابی عولکردرزا. (1404) هْر، ر. ظ. ٍ یسداًی ض.م.، ضکفتی، ساعتلَ، عػوت .،ا ،ًیا هعرٍفی استٌاد:

 ،خطکیوِسازگاى هٌاطق خطک ٍ ً ٍ بَم یناقل. رٍزاًِ یزهاً یکرٍدخاًِ با تفک یاىجر رٍزاًِ بیٌی یصپ یبرا هحاسبات ًرم

2 (2)، 206-226. 

 
DOI: https://doi.org/10.22075/ceasr.2025.40107.1063 

 

 ًاضر: داًطگاُ سوٌاى

 هقذهِ -1
 فشایٙذدس  یاػبػ ی٘مـ ٞب ثیٙی یؾپ یٗا .اػت یٔؤثش ٔٙبثْ آة هشٚس یشیتٔذ یسٚا٘بة سٚصا٘ٝ سٚدخب٘ٝ ثشا یكدل ثیٙی یؾپ

 یلاةاص ٔخبصٖ، الذأبت وٙتشَ ػ یثشداس آة، ثٟشٜ یقٚ ثش تخل وٙٙذ یٔ یفبا ٌزاساٖ یبػتٔٙبثْ آة ٚ ػ یشأٖذ ٌیشی یٓتلٕ

 یٙبٖ،إً لبثُ ٞبی ثیٙی یؾثٝ پ یبثیدػت یثشا (.2023ٚ ٕٞىبساٖ،  Kumar) ٌزاس٘ذ یٔ یشتأث یوبٞؾ خـىؼبِ یٚ ساٞجشدٞب

 تٛاٖ یا٘ذ وٝ ٔ دٜ لشاس ٌشفتٝٔٛسد اػتفب یا سٚا٘بة سٚدخب٘ٝ ػبصی یٝؿج یٚ ثشاؿذٜ تٛػٔٝ دادٜ  طیهیذسِٚٛٔتٔذد ٞ یٞب ٔذَ

ػبدٜ ٚ  یتدشث یٞب ٔذَ (.Cho  ٚKim ،2022) وشد یثٙذ ًجمٝ یضیهثش ف یٚ ٔجتٙ ٛٔیٔفٟ تدشثی،ٞب سا ثٝ ػٝ دػتٝ  آٖ

 وٝ  یحبِ دس وٙٙذ؛ یٚ دلت سا فشاٞٓ ٔ یچیذٌیپ یٗتٔبدَ ث یٔفٟٛٔ یٞب داس٘ذ؛ ٔذَ ییٙیپب پزیشی یٓتٕٔ یٔحٛس٘ذ ِٚ دادٜ

 ثیٙی یؾپ یثشا یا٘تمبَ ثبلاتش یتدلت ٚ لبثّ یی،فوب یٚ پبسأتشٞب یٚالٔ ٞبیفشایٙذٌشفتٗ  ِ٘ش ثب دس یضیهثش ف یٔجتٙ یٞب ٔذَ

 یشغّٓٓ یضیهثش ف یٔجتٙ یٞب ٔذَٞبی ٔختّف ثب ٚخٛد ٔضیت (.2022ٚ ٕٞىبساٖ،  Adnan) دٞٙذ ٔیاسائٝ  ٘ٝسٚدخب یبٖخش

ٓذْ  یبوٕجٛد دادٜ  یيداس٘ذ ٚ دس ؿشا یبص٘ یًٛلا٘ یٔتٔذد ٚ صٔبٖ ٔحبػجبت یفشاٚاٖ، پبسأتشٞب یٚسٚد یٞب دلت ثبلا، ثٝ دادٜ

ثب  ،یٗٔبؿ یبدٌیشی یٞب دس ٔمبثُ، ٔذَ (.2017ٚ ٕٞىبساٖ،  Naabil) ؿٛد یٞب دچبس هٔف ٔ ّٕٓىشد آٖ ،پبسأتشٞب یتلٌٔ

https://doi.org/10.22075/ceasr.2025.40107.1063
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 یثٝ دادٜ ٚ ٔحبػجبت وٕتش یبص٘ یش٘ذ،ثٍ یبدسا  یخیتبس یٞب دس دادٜ یشخٌیغیچیذٜ پ ٍٛٞبیلبدس٘ذ اِ یضیىی،ف یٝحذالُ فشه

 یيٞب دس ؿشا آٖ پزیشی یٓٚ تٕٔ یشپزیشیٞشچٙذ تفؼ ؛دٞٙذ ٔیاسائٝ  یثبلاتش ثیٙی یؾاص ٔٛاسد دلت پ یبسیداس٘ذ ٚ دس ثؼ

یبدٌیشی  یٞب سٚؽوبسثشد  (.2024ٚ ٕٞىبساٖ،  Wang) اػت یضثشاٍ٘ فبلذ دادٜ، چبِؾ یٞب حٛهٝ یب ییٚٞٛا آة ییشاتتغ

ٚ ٕٞىبساٖ،  Meshram) اػت یبفتٝ یا ٌؼتشدٜ یتٔحجٛث یدس ّْٓٛ ٚ ٟٔٙذػ یؼتٓاص اٚاػي لشٖ ث ٔبؿیٗ ٚ یبدٌیشی ٕٓیك

2022.) Kedam ( ٖثٝ پ2024ٚ ٕٞىبسا )یٗٔبؿ یبدٌیشی یٞب ٘بسٔبدا ثب اػتفبدٜ اص ٔذَ حٛهٝسٚدخب٘ٝ دس  یبٖخش ثیٙی یؾ 

 2020–1978دٚسٜ  یٞب دادٜ یسٚ XGBoostٚ  ی، خٍُٙ تلبدفCatBoost ،LGBM یٞب پظٚٞؾ، ٔذَ یٗپشداختٙذ. دس ا

ٚ ٕٞىبساٖ  Solanki .سٚدخب٘ٝ داسد یبٖخش ثیٙی یؾدس پ شیّٕٓىشد ثشت یخٍُٙ تلبدفوٝ ٘ـبٖ داد  ٞب یبفتٝؿذ٘ذ.  اسصیبثی

 یٗٔبؿ یبدٌیشی یٞب سٚؽچٙذٌب٘ٝ ٚ  طیهیذسِٚٛٞ یٞب سٚدخب٘ٝ ثب اػتفبدٜ اص ٔذَ یبٖخش ثیٙی یؾ( ثٝ ثٟجٛد پ2025)

 ،چٙذٌب٘ٝ یخٌ یٖٛ)سٌشػ یٗٔبؿ یبدٌیشی یٞب سٚؽچٙذٌب٘ٝ ٚ  طیهیذسِٚٛٞ یٞب پشداختٙذ. دس پظٚٞؾ ٔزوٛس اص ٔذَ

. یذاػتفبدٜ ٌشد طیهیذسِٚٛٞ یٞب ٔذَ یپشداصؽ خشٚخ پغ یٔذت( ثشاوٛتبٜ یٚ حبفِٝ ًٛلا٘ XGBoost ی،خٍُٙ تلبدف

 یٗٔبؿ یبدٌیشی یٞب سٚؽٚ  یٞٛاؿٙبػ یٔـبٞذات یٞب دادٜ یضیىی،ف یٞب ٔذَ یتظٚٞؾ ٔزوٛس ٘ـبٖ داد وٝ تشوپ ٞبی یبفتٝ

 Solanki) ؿٛد یٔ یُٚ ٌؼتشٜ ػ یثٙذ ؿذت، صٔبٖ ییٗدس تٔ یظٜٚ سٚدخب٘ٝ، ثٝ یبٖخش ثیٙی یؾدس پ یتٛخٟ  ٔٙدش ثٝ ثٟجٛد لبثُ

دس  طیهیذسِٚٛٞ ٞبی یتسٚدخب٘ٝ ثب ادغبْ ٔحذٚد یبٖخش ثیٙی یؾ( ثٝ پ2025ٚ ٕٞىبساٖ ) Zhou .(2025 ،ٚ ٕٞىبساٖ

 طیهیذسِٚٛٞ یتتحت ٔحذٚد یٌشاف یٔذَ ؿجىٝ وبِ٘ٛٛؿٙ یهپشداختٙذ. دس پظٚٞؾ ٔزوٛس،  یكٕٓ یبدٌیشی یٞب ٔذَ

(HCGCN ٖتٛػٔٝ دادٜ ؿذ وٝ ثب دس ِ٘ش ٌشفتٗ صٔب )كٛست  سا ثٝ یصٔب٘ -فوب یٞب یٚاثؼتٍ یبٖ،آة ٚ خٟت خش تأخیش

 یشیًٛس چـٍٕ سٚدخب٘ٝ سا ثٝ یبٖخش ثیٙی یؾدلت پ HCGCNپظٚٞؾ ٔزوٛس ٘ـبٖ داد وٝ  ٞبی یبفتٝ. ٌیشد یٔ یبد یمیتٌج

 ،TKANیٗ )ٔبؿ یبدٌیشیػٝ ٔذَ  یبثی( ثٝ اسص2025ٚ ٕٞىبساٖ ) Vinokić .(2025 ،ٚ ٕٞىبساٖ Zhou) ثخـذ یثٟجٛد ٔ

LSTM  ٚTCNپظٚٞؾ ٘ـبٖ داد وٝ  ٞبی یبفتٝپشداختٙذ.  یتسٚصا٘ٝ سٚدخب٘ٝ ٚ ػٙدؾ ٓذْ لٌٔ یبٖخش ثیٙی یؾپ ( ثشای

TKAN ثشتش اص  یّٕٓىشدLSTM ثٝ  یهٚ ٘ضدTCN ٝیبٍ٘یٌّٗٔك ٔ یسٚصٜ، خٌب ػٝ ثیٙی یؾدس افك پ وٝ  یًٛس داسد، ث   ٚ

 یٔجتٙ یشپزیشیٚ تفؼ یتٓذْ لٌٔ یُتحّ یٗ،ثٛد. ٕٞچٙ 958/0ٚ  یٝثش ثب٘ ٔتش ٔىٔت 799/5 یتتشت آٖ ثٝ یفػبتىّ-٘ؾ ییوبسا

ٚ ٕٞىبساٖ،  Vinokić) ٔذت ثشخٛسداس اػت وٛتبٜ ٞبی ثیٙی یؾدس پ یلجِٛ لبثُ یذاسیاص پب TKAN٘ـبٖ داد وٝ  SHAPثش 

2025). Grey ( ٖثب تّف2025ٚ ٕٞىبسا )یؼتٍبٜفبلذ ا یٞب حٛهٝسٚصا٘ٝ دس  یبٖخش ثیٙی یؾپ ی،ٚ آٔبس ٔىب٘ یٗٔبؿ یبدٌیشی یك 

ٞبی آٟ٘ب ٘ـبٖ داد ٌشدیذ. یبفتٝ یبثی( اسصSSN) ٔىب٘ی یبٖٚ ؿجىٝ خش LSTM، دٚ ٔذَ ٔزوٛس . دس پظٚٞؾیذ٘ذسا ثٟجٛد ثخـ

ثش  یٔذَ ٔجتٙ یه یت( ثب تشو2025ٕٞىبساٖ )ٚ  López-Chacón. اػت یّٕٓىشد ثٟتشداسای دس اوثش ٔٛاسد  LSTM وٝ

 ٞب یبفتٝثبلا اسائٝ وشد٘ذ.  ٞبی یدث ثیٙی یؾثٟجٛد پ یثشا یجیتشو یٔذِ تلبدفی( یٗ )خٍُٙٔبؿ یبدٌیشی یتٓاٍِٛس یهٚ  یضیهف

 ثبیبعدسكذ ٚ  33تب  23ٔشثٔبت سا  یبٍ٘یٗخزس ٔ یٔٙفشد، خٌب یٗٔبؿ یبدٌیشیثب ٔذَ  یؼٝدس ٔمب یجی٘ـبٖ داد وٝ ٔذَ تشو

ٚ ٕٞىبساٖ،  López-Chacón) دٞذ یؾ ٔػبِٝ وبٞ 3تب  5/1ثبلاتش اص دٚسٜ ثبصٌـت  ٞبی یدث یدسكذ ثشا 70اص  یؾسا ث

2025). Nasir ( ٖ2025ٚ ٕٞىبسا )حٛهٝسٚصا٘ٝ دس  یبٖخش ثیٙی یؾپ یثشا یٗٔبؿ یبدٌیشی یٞب ٔذَ یمیتٌج یبثیثٝ اسص 

 ٞبی یوبِٕٗ ٚ ا٘تخبة ٚسٚد یٞب ثب اػتفبدٜ اص ٕٞٛاسػبص دادٜ پشداصؽ یؾپشداختٙذ. پ یثبلادػت سٚدخب٘ٝ ولاً٘ دس ٔبِض

ٔذَ  یٗٓٙٛاٖ ثشتش ثٝ یی( ثب ٞؼتٝ ٕ٘بGPR) یٌٛػ فشایٙذ یٖٛا٘دبْ ؿذ ٚ ٔذَ سٌشػ یخٛدٕٞجؼتٍ یُثش اػبع تحّ یتأخیش

 یچیذٜپ یاٍِٛٞب یذدس ثبصتِٛ ییثبلا ییتٛا٘ب ی،صٔب٘ ٞبی یثب دس ِ٘ش ٌشفتٗ ٚاثؼتٍ GPR٘ـبٖ داد وٝ  ٞب یبفتٝ. یذٌشد ییؿٙبػب

 یكٕٓ یبدٌیشیٚ  یٗٔبؿ یبدٌیشی یٞب ٔذَ یمیتٌج یبثی( ثٝ اسص2025) ٕٞىبساٖ ٚ Danesh. (2025ٚ ٕٞىبساٖ،  Nasir) داسد

 ٔزوٛس، پظٚٞؾدس ٔتحذٜ پشداختٙذ.  یبلاتدس ا یسٚدخب٘ٝ ٔىٙض حٛهٝ یؼتٍبٜسٚصا٘ٝ سٚدخب٘ٝ دس دٚ ا یبٖخش ثیٙی یؾپ یثشا

، CNN) یكٕٓ یبدٌیشیٔذَ  ػٝ( ٚ یٕٝٞؼب تشیٗ یه٘ضد -Kٚ  یٓدسخت تلٕ ی،)خٍُٙ تلبدف یٗٔبؿ یبدٌیشیػٝ ٔذَ 

LSTM یجیٚ ٔذَ تشو CNN-LSTM .یظٜٚ ثٝ یك،ٕٓ یبدٌیشی یٞب ٘ـبٖ داد وٝ ٔذَ ٞب یبفتٝ( ٔٛسد آصٖٔٛ لشاس ٌشفتٙذ 
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CNN-LSTMیشدلت سا ثب ٔمبد یٗثٟتش یؼتٍبٜداس٘ذ ٚ دس ٞش دٚ ا ی، ّٕٓىشد ثشتش R² 88/0تش اص یـث  ٚKGE 93/0تش اص یـث 

 یـشفتسٚدخب٘ٝ پ یبٖخش ثیٙی یؾدس پ یكٚ ٕٓ یٗٔبؿ یبدٌیشی یٞب اٌشچٝ ٔذَ (.2025ٚ ٕٞىبساٖ،  Danesh) دٞٙذ ٔیاسائٝ 

ٔحذٚد  یض،آثخ حٛهٝ یضیىیٞب فبلذ ادغبْ ٔٙؼدٓ دا٘ؾ ف ٔذَ یـتشٕٞچٙبٖ پبثشخبػت: ث ییٞب ا٘ذ، ؿىبف داؿتٝ یشیچـٍٕ

٘ذاس٘ذ.  یوبف یلاة دلتت ػیشیٔذ یثشا حیبتی اٚج ٞبی یدث ثیٙی یؾثٛدٜ ٚ دس پ ییٚٞٛا ٚ آة یبییخبف خغشاف یيثٝ ؿشا

وٕتش  یض٘ یچیذٜپ یٞب ٔذَ یشپزیشیٚ تفؼ یتٓذْ لٌٔ یػبص فبلذ دادٜ ٚ ؿفبف یٞب حٛهٝدس  پزیشی یٓتٕٔ یٗ،ٓلاٜٚ ثش ا

 ٞبی یتٔحذٚد یك٘ٛآٚسا٘ٝ اػت وٝ ثب تّف یجشیذیچبسچٛة ٞ یهتٛػٔٝ  ،پظٚٞؾ یٗٔٛسد تٛخٝ لشاس ٌشفتٝ اػت. ٞذف ا

دادٜ ٚ  یؾاٚج سا افضا یدث ثیٙی یؾدلت پ یك،ٕٓ یبدٌیشی یمیتٌج ٞبی یتٚ لبثّ یبٖخش ٔب٘یص -فوب ٞبی یظٌیٚ یضیىی،ف

ٔٙبثْ  یشیتٔؤثش دس ٔذ ٞبی ٌیشی یٓاسائٝ وٙذ تب تلٕ یتٚ ٕٞشاٜ ثب ػٙدؾ ٓذْ لٌٔ یشلبثُ آتٕبد، لبثُ تفؼ ٞبیی یخشٚخ

 ٌشدد. یُتؼٟ یلاةآة ٚ وبٞؾ خٌش ػ

 ّا رٍشهَاد ٍ  -2

 هٌطقِ هَرد هطالعِ -2-1
ٞبی  تدٗ دس ؿشق ؿٟشػتبٖ ػبسی ٚ خٙٛة ؿٟشػتبٖ -ٞبی ٔؼتمُ دسیبی خضس دس صیشحٛهة ٘ىبء تدٗ یىی اص سٚدخب٘ٝ

ویّٛٔتش  3810آثخیض تدٗ ثب ٔؼبحت  حٛهٝٞبی ٟٔٓ ٚ دائٕی اػتبٖ ٔبص٘ذساٖ اػت.  اص سٚدخب٘ٝ ٚ ٘ىبء ٚ ثٟـٟش خشیبٖ داسد

ایٗ . ٞبی اِجشص ٚ اص ؿٕبَ تٛػي دسیبی خضس ٔحلٛس ٌشدیذٜ اػت ٔشثْ دس اػتبٖ ٔبص٘ذساٖ ٚالْ ؿذٜ ٚ اص خٙٛة تٛػي وٜٛ

ؿٕبِی لشاس داسد.  ′29°36 تب ′09°36 ٞبی خغشافیبیی ؿشلی ٚ ٓشم ′18°53 تب ′05°53 ٞبی خغشافیبیی ثیٗ ًَٛ حٛهٝ

ای دس حذٚد  ٌشاد ثٛدٜ ٚ داسای الّیٓ ٌشْ ٚ ٔشًٛة ثب ثبسؽ ػبلا٘ٝ دسخٝ ػب٘تی 15ٔیبٍ٘یٗ دٔبی ػبلا٘ٝ دس ایٗ ٌٔٙمٝ حذٚد 

 ٔتش اػت. 3728ٚ  26تشتیت  تدٗ ثٝ حٛهٝوٕتشیٗ ٚ ثیـتشیٗ استفبٓبت  (.2022ٚ ٕٞىبساٖ،  Saeidi) ٔتش اػت ٔیّی 760

پشٚسی ٚ كٙٔتی اص خّٕٝ ػذػبصی ٚ اػتخشاج ؿٗ ٚ  ٞب ٚ ّٕٓیبت ٌٛ٘بٌٖٛ وـبٚسصی، آثضی ا٘دبْ فٔبِیتایٗ سٚدخب٘ٝ ٔحُ 

ٚ  Sun) ٞب لشاس داسدفشایٙذًٛس ٔؼتمیٓ تحت تأثیش ایٗ  ؿذٜ ثٝ ٌیشی ا٘ذاصٜ TDSوٝ ٔیضاٖ ٔتٛػي   ًٛسی ٔبػٝ اػت، ثٝ

 .دٞذ ٔی٘ـبٖ  ٝ آثخیض تدٗ ساهٔٛلٔیت خغشافیبیی حٛ، 1ؿىُ  (.2021ٕٞىبساٖ، 

 
 (Avand et al., 2024) ِ آبخیس تجيضهَقعیت جغرافیایی حَ .1ضکل 

Fig. 1 Geographic location of the Tajan watershed (Avand et al., 2024)  
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 هطالعِ یّا دادُ -2-2

داسد.  طیهٞبی ٞیذسِٚٛ پبسأتشٞبی ٔؤثش ٘مؾ حیبتی دس ثٟجٛد دلت ٔذَوبسٌیشی  ثیٙی خشیبٖ سٚدخب٘ٝ، ؿٙبػبیی ٚ ثٝ دس پیؾ

تٔشق ٘یض ثش ٔیضاٖ -وٙذ. دٔب ٚ تجخیش سٚا٘بة ُٕٓ ٔی فشایٙذٓٙٛاٖ ٔحشن اكّی  تشیٗ ٔتغیش ٚسٚدی، ثبسؽ اػت وٝ ثٝ ٟٔٓ

یٌٛشافی حٛهٝ )ٔب٘ٙذ ؿیت، ٞبی فیض ٌزاس٘ذ. سًٛثت اِٚیٝ خبن ٚ ٚیظٌی سًٛثت خبن ٚ دس ٘تیدٝ ثش تِٛیذ سٚا٘بة اثش ٔی

داس تأخیشوٙٙذ. دثی سٚص لجُ یب ٔمبدیش  سٚدخب٘ٝ سا تٔییٗ ٔی طیهسفتبس ٞیذسِٚٛ (استفبّ، ٔؼبحت، وبسثشی اساهی ٚ ّ٘ٛ خبن

ّٓت  ثٝ ،دس ایٗ پظٚٞؾٔحٛس إٞیت داس٘ذ، صیشا سفتبس خشیبٖ اغّت ٚاثؼتٍی صٔب٘ی داسد.  ٞبی دادٜ خشیبٖ ٘یض ثشای ٔذَ

 اص ِزا كشفبً ( اص اثشات آٟ٘ب كشف ِ٘ش ٌشدیذ.ٔب٘ٙذ سًٛثت ٘ؼجی، ػشٓت ثبد ٚ فـبس ٞٛا)پبسأتشٞبی ٞٛاؿٙبػی  اثشات ٘بچیض

ٔىٔت ثش ثب٘یٝ( ثب  ( ٚ دثی خشیبٖ سٚدخب٘ٝ )ٔتشٔتش ثش حؼت ٔیّی)سٚصا٘ٝ (، تجخیش ٔتش ثش حؼت ٔیّی)سٚصا٘ٝ  ی ثبسؽٞب دادٜ

 ٞب دادٜاٖ ٔتغیش خشٚخی اػتفبدٜ ٌشدیذ. ػشی صٔب٘ی ٓٙٛ ثٝٔتغشٞبی ٚسٚدی ٚ دثی خشیبٖ سٚدخب٘ٝ  آٖٙٛ ثٝ تأخیشیه تب ػٝ 

ای ٔبص٘ذساٖ اخز اص ؿشوت آة ٌٔٙمٝ 1397ِغبیت پبیبٖ  1348ست سٚصا٘ٝ ثٛدٜ وٝ اًلآبت روش ؿذٜ دس دٚسٜ صٔب٘ی كٛ ثٝ

آٔٛصؽ  فشایٙذ( دس ٕ٘ٛ٘ٝ 106,067 ) ٞب دادٜدسكذ  70ذ وٝ اص ثبؿ ٔیٕ٘ٛ٘ٝ  151525 ی تحمیك ؿبُٔٞب ٌٕ٘ٛ٘ٝشدیذ. تٔذاد وُ 

 اػتفبدٜ ٌشدیذ.ثشای آصٖٔٛ ٕ٘ٛ٘ٝ(  45,458 دسكذ ) 30 ٚ

 ی پصٍّصّا هذل -2-3

ٞب ثٝ ؿذت ثٝ ویفیت دادٜ ٚ  وبسثشد داس٘ذ، أب ّٕٓىشد آٖ طیهثیٙی ٞیذسِٚٛ ٞبی یبدٌیشی ٔبؿیٗ  ٚ ٕٓیك، ٞش دٚ دس پیؾ ٔذَ

ٞبی  ٞبی ثب ٘ٛػب٘بت ؿذیذ خشیبٖ( ٔذَ حٛهٝٞبی ٔحذٚد ٚ پشتٙؾ )ٕٞب٘ٙذ  ػبختبس ٚسٚدی ثؼتٍی داسد. دس ؿشایي دادٜ

ثب ٚخٛد ُشفیت ثبلا  ٞبی ٕٓیك وٙٙذ. دس ٔمبثُ، ٔذَ ػٌٛیشتش ُٕٓ ٔی دِیُ تِٙیٓ راتی پیچیذٌی، پبیذاستش ٚ وٓ وشّ٘ی اغّت ثٝ

پزیشی ٞؼتٙذ. دس  ثشاصؽ ٚ ٓذْ تٕٔیٓ ٞبی ٌؼتشدٜ ٚ ٔٙبػت، ٔؼتٔذ ثیؾ دس یبدٌیشی سٚاثي غیشخٌی، دس كٛست ٘جٛد دادٜ

 اػتفبدٜ ٌشدیذ.( CNN  ٚGAN( ٚ دٚ ٔذَ یبدٌیشی ٕٓیك )SVRایٗ پظٚٞؾ اص یه ٔذَ یبدٌشی ٔبؿیٗ )

 (GAN) رقابتیهَلذ  ضبکِهذل  -2-3-1

دٞٙذٜ پیـشفتی وّیذی دس ٞٛؽ ٔلٙٛٓی ٞؼتٙذ وٝ چبسچٛثی لٛی ثشای  ( ٘ـبGANsٖ) یب تخبكٕی ٞبی ِٔٛذ سلبثتی ؿجىٝ

 (.2020ٚ ٕٞىبساٖ،  Goodfellow) اًلآبت د٘یبی ٚالٔی ؿجیٝ اػتؿذت ثٝ  وٙٙذ وٝ ثٝ ٞبی ٔلٙٛٓی فشاٞٓ ٔی تِٛیذ دادٜ

سلبثتی پٛیب  فشایٙذٞؼتٙذ وٝ دس یه  )تٕیضدٞٙذٜ( دٞٙذٜ ٔتـىُ اص دٚ ؿجىٝ ٓلجی ٔشتجي ِٔٛذ ٚ تـخیق GANsٞبی  ؿجىٝ

ثب ٞذایت ایٗ تٔبُٔ، (. Krichen ،2023) وٙٙذ صی تِٛیذی ٕٓیك سا ثبصتٔشیف ٔیػب ٔذَا٘ذاص ثب یىذیٍش تٔبُٔ داس٘ذ ٚ چـٓ

ثش٘ذ ٚ تأثیش ٕٓیمی  ٞبی ٌٛ٘بٌٖٛ اص ایدبد تلبٚیش تب تِٛیذ صثبٖ فشاتش ٔی حٛهٝٔشصٞبی تِٛیذ دادٜ سا دس  GANsٞبی  ؿجىٝ

ٔذَ ػبص٘ذٜ ثش  ،دس ایٗ اٍِٛسیتٓ ٞب داس٘ذ. ای تٛػي ٔبؿیٗ ٞبی پیچیذٜ دادٜ دس ثبصتٔشیف چٍٍٛ٘ی دسن ٚ ثبصتِٛیذ تٛصیْ

ثش   Pgیشی تٛصیْ ِٔٛذ ٌثشای یبد ؿٛد.تخٕیٗ صدٜ ٔی (Dدٞٙذٜ ) ( ٚ تـخیقGٚ ٕٞضٔبٖ ؿجىٝ ِٔٛذ ) ٔجٙبی سلبثت پیٛػتٝ

 ثٝ كٛست ٞب دادٜبی ویه ٍ٘بؿت ثٝ فؿٛد. ػپغ تٔشیف ٔی pz(z)ی ٚسٚدی ٞب دادٜیه ٘ٛفٝ اِٚیٝ ثش  xی ٞب دادٜ
ست كٛ ثٝؿٛد وٝ خشٚخی آٖ تٔشیف ٔی   چٙذلایٝ ثب ٔمذاس  وٝ تٛػي یه پشػپتشٖٚ یه تبثْ تٕبیض اػت G وٝ (    ) 

ی ٚسٚدی ٞب دادٜ سٚیثیٙذ تب احتٕبَ تخلیق ثشچؼت كحیح تٛػي تٕییضدٞٙذٜ ایٗ اٍِٛسیتٓ آٔٛصؽ ٔی ذ.ثبؿ ٔیٓذدی 

                ثیٙذ تب ٔمذاس ِٔٛذ آٔٛصؽ ٔی ،ی ػبختٝ ؿذٜ ثب ِٔٛذ افضایؾ یبثذ. دس ٕٞیٗ حبَٞب دادٜٚالٔی ٚ 

ا٘دبْ        حذاوثش دٚ ٘فشٜ صیش سا ثب تبثْ ٔمذاس -وٕتشیٗ ٔمذاس ٕٔىٗ ثشػذ. ثٝ ثیبٖ دیٍش، ِٔٛذ ٚ تٕیضدٞٙذٜ ثبصی حذالُ

تٔشیف  ست صیشكٛ ثٝ( 4( تب )1سٚاثي سیبهی ایٗ ٔذَ اص ) .تٔشیف ٕ٘ٛد  (E)ٔمذاس ٔٛسد ا٘تِبس  وٝ ثب اػتفبدٜ اص دٞٙذ ٔی

 :ٌشدد ٔی

https://blog.faradars.org/generative-adversarial-networks/
https://blog.faradars.org/generative-adversarial-networks/
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ٕ٘ٛ٘ٝ ػبختٝ ؿذٜ ثب اػتفبدٜ اص  :    ذ، ِٝ ٔٛثی ٚسٚدی ٞب دادٜٓٙٛاٖ  تٛصیْ تلبدفی ثٝ : یهzشتیت وٝ دس سٚاثي ثبلا ثٝ ت

:   : تٛصیْ احتٕبِی ٘ٛیض ٚسٚدی )ٕٔٔٛلاً ٘شٔبَ اػتب٘ذاسد(،  Pzٞبی ٚالٔی،  : تٛصیْ احتٕبِی دادٜ data ، ٚسٚدی تلبدفی

  : ٕ٘ٛ٘ٝ دادٜ )ٚالٔی یب ٔلٙٛٓی(، x، ٞبی تِٛیذؿذٜ تٛػي ِٔٛذ احتٕبِی دادٜتٛصیْ 
دٞٙذٜ ثٟیٙٝ )دس حبِت  : تـخیق 

تٔبُٔ ثیٗ )تبثْ ثبصی  :      ،  ّٕٓىشد )ٞضیٙٝ/ثبصدٜ( ٔذَ ِٔٛذ   C(G):، : أیذ سیبهی )ٔیبٍ٘یٗ ا٘تِبسی([ ] تٔبدَ(، 

   دٞٙذٜ(،  ِٔٛذ ٚ تـخیق
 

وٙذ تب حذاوثش دلت سا دس تـخیق  ػٔی ٔی Dدٞٙذٜ  دٞٙذٜ ایٗ اػت وٝ تـخیق ٘ـبٖ:  

 ٞبی ٚالٔی اص ٔلٙٛٓی داؿتٝ ثبؿذ. دادٜ

 (CNNضبکِ عػبی پیچطی ) -2-3-2

خٛد، اص ٍّٕٓش  ٞبی یٝاص لا یىیٞؼتٙذ وٝ دس حذالُ  یٓلج یٞب ( ؿجىCNNsٝ) پیچـی یب ٍٕٞـتی یٓلج یٞب ؿجىٝ

 یشٜ،چٙذٔتغ ٞبی یخشٚخ یذٚ تِٛ ٞب یٚسٚد یشؽ. ثب أىبٖ پزوٙٙذ یَٕٔٔٛ اػتفبدٜ ٔ یؼیهشة ٔبتش یخب وبِ٘ٛٛؿٗ ثٝ

CNNs یٝپشػپتشٖٚ چٙذلا ی ؿجىٝ یتٔض (MLPسا دس پ )داس٘ذ یصٔب٘ ٞبی یػش ثیٙی یؾ (Vatanchi  ،ٖ2023ٚ ٕٞىبسا)  دس

دِخٛاٜ أب  یاستجبًبت تبثٔ تٛا٘ذ یٔ یشد،ثٍ یبد یتأخیشاص ٔـبٞذات  یٕبًٔذَ ٔؼتم یٙىٝثٝ ا یبصثذٖٚ ٘ حمیمت ٔذَ ٔزوٛس 

 یا ٔدٕٛٓٝ یبٖسا اص ٔ ثیٙی یؾٔشتجي ثب ٔؼئّٝ پ یبسثؼ یٞب ثبصتبة تٛا٘ذ یٔ CNNٔذَ  یدٝ،. دس ٘تیشدفشا ثٍ یضسا ٘ ای یچیذٜپ

 یٝلا ؿبُٔ CNNٔذَ  یه یاكّ یٝػٝ لا(. 2022ٚ ٕٞىبساٖ،  Ismail-Fawaz) اػتخشاج وٙذ ٞب یاص ٚسٚد شدٌٜؼت

كٛست  ثٝ تٛا٘ذ یػبدٜ ٔ CNNٔذَ  یهدس  ٞب یٝا٘ٛاّ لا یب ٞب یٝتٔذاد لا ذ.ثبؿ ٔیوبٔلاً ٔتلُ  یٝٚ لا یْتدٕ یٝلا ی،وبِ٘ٛٛؿٙ

 ٌیشد یٔ یبدسا  ٞب یاص ٚسٚد ای یظٌیٚ ٞبی یؾٕ٘ب وبِ٘ٛٛؿٙی،وشُ٘  یٗثب اػتفبدٜ اص چٙذ یوبِ٘ٛٛؿٙ یٝوٙذ. لا ییشتغ یبپٛ

(Miau  ٚHung  ،2020.) وبٔلاً  یٝاػت وٝ لا یٗوبٔلاً ٔتلُ ا یٝلا یخب ثٝ یوبِ٘ٛٛؿٙ یٝاػتفبدٜ اص لا یذیوّ یُاص دلا یىی

اص  یؾپ یوبِ٘ٛٛؿٙ یٝلا ٞبی یاػت. خشٚخ یفشاٚا٘ یٔٙبثْ ٔحبػجبت یبصٔٙذوٝ ٘ ؿٛد یپبسأتش ٔ یبدیٔتلُ ٔٙدش ثٝ تٔذاد ص

وٝ  یٍٞٙبٔ(. 2024ٚ ٕٞىبساٖ،  Kumshe) ؿٛ٘ذ یٔ پشداصؽ یشخٌیغ یصػب تبثْ فٔبَ یه یكاص ًش ی،ثٔذ یٝاسػبَ ثٝ لا

          وٛچه یّتشٞبیاص ف یا اػتفبدٜ اص ٔدٕٛٓٝثب  hی وبِ٘ٛٛؿٙ یٝثبؿذ، لا( D-1ثٔذی ) یه یٍٙبَػ یه یٚسٚد

 :ؿٛد یػبختٝ ٔ (5ًجك ساثٌٝ ) (   ) ثب ا٘ذاصٜ

(5)   
   (∑  

 

   

  
        ) 
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ٞب ثشای  تٛا٘ٙذ ثب ػبیش ٕٔٔبسی ٞب ٔی ( اػت. ایٗ لایReLUٝؿذٜ ) تبثْ ٚاحذ خٌی اكلاح     آٖ ا٘تخبة سایح ثشایوٝ دس 

 (.2021ٚ ٕٞىبساٖ،  Ghimire) تشویت ؿٛ٘ذ GRUیب  LSTMتشی ٔب٘ٙذ  ا٘دبْ ُٚبیف پیچیذٜ

 (SVR)هذل هاضیي بردار پطتیباى رگرسیَى  -2-3-3

ی ٔؤثش ثشای حُ ٞب سٚؽ، یىی اص ٜاسائٝ ؿذ Cortes  ٚVapnik (1995)( وٝ تٛػي SVMٔذَ ٔبؿیٗ ثشداس پـتیجبٖ )

وبسثشد ٌؼتشدٜ ٔبؿیٗ ثشداس ثٝ دِیُ ّٕٓىشد  (.2024ٚ ٕٞىبساٖ،  Bargam) ؿٛد ثٙذی ٚ سٌشػیٖٛ ٔحؼٛة ٔی ٔؼبئُ دػتٝ

وٙذ ٚ ػپغ ثب  اثٔبد ثبلا تلٛیش ٔی ٞب سا ثٝ فوبیی ثب ثب اػتفبدٜ اص یه تبثْ خٌی، ٚسٚدی SVMوبسآٔذ آٖ اػت. دس حمیمت 

ٞذف  (.2020ٚ ٕٞىبساٖ،  Yu) وٙذ ٞب سا ثش اػبع خبثدبیی اص ٞٓ تفىیه ٔی وبسٌیشی یه اثشكفحٝ ثٟیٙٝ، ٔدٕٛٓٝ دادٜ ثٝ

ؿذٜ  ًٛس ٔٙبػت ساثٌٝ ثیٗ ٔدٕٛٓٝ دادٜ ٚسٚدی دادٜ اػت وٝ ثتٛا٘ذ ثٝ f(x)یبفتٗ تبثْ سٌشػیٛ٘ی  سٌشػیٖٛ ثشداس پـتیجبٖ

 تٛكیف وٙذ: (6ًجك ساثٌٝ )سا                  ٚ ٔمبدیش ٞذف                  

(6)              

حذ  اص  ِٔٙٛس خٌّٛیشی اص ثشاصؽ ثیؾ ٍ٘بؿت غیشخٌی اػت وٝ ثٝ:  : ٓبُٔ خبثدبیی ٚ bثشداس ٚصٖ تبثْ،   وٝ دس آٖ 

آٚسدٖ پبسأتشٞبی  دػت اص یه تبثْ ٞذف ٚ یه تبثْ صیبٖ ثشای ثٝ SVR ،دس حمیمت سٚد.وبس ٔیٝ ث ٞبی ٚاػٙدی دادٜ

 :وٙذ ( اػتفبدٜ ٔی8( تب )7ست صیش ٌٔبثك سٚاثي )كٛ ثٝسٌشػیٛ٘ی دس ٔٔبدِٝ فٛق 
(7)    

 

 
        

       
   

(8) su je t to  {

                 
                 

 

       
           

 

  ٚ     ٕٞچٙیٗ .ؿٛد یٔ ییٗاػت وٝ تٛػي وبسثش تٔ ای یٕٝخش یتهش Cٕٞچٙیٗ  .یه آػتب٘ٝ ٔثجت خٌب اػت   وٝ دس آٖ
  

 (.2023ٚ ٕٞىبساٖ،  Merufinia) سٚ٘ذ یوبس ٔ ثٝ ϵ  اص یٚاػٙد یٞب ا٘حشاف دادٜ ییٗتٔ یٞؼتٙذ وٝ ثشا یٔثجتوٕجٛد  یشٞبیٔتغ

 سٌاریَ ٍ ترکیب هذل -2-4
(، دثی ثب ػٝ Qt-2) تأخیش(، دثی ثب دٚ سٚص Qt-1) تأخیش(، دثی ثب یه سٚص Et(، تجخیش )Ptٔتغیشٞبی ثبسؽ )اص  ،دس ایٗ پظٚٞؾ

خٟت استجبى ٕٞجؼتٍی ثیٗ ٔتغیشٞبی ٚسٚدی ٚ خشٚخی اص هشیت ذ. ثبؿ ٔی Qt( ٚ خشٚخی خشیبٖ ٘یض Qt-3) تأخیشسٚص 

ٞبی ٔختّف ٚ تشویت ،ٕٞچٙیٗ .ٜ اػت٘ـبٖ دادٜ ؿذ 2پیشػٖٛ اػتفبدٜ ؿذ ٚ ٘تبیح دس ٕ٘ٛداس ساداسی )ٓٙىجٛتی( دس ؿىُ 

 .ٜ اػت٘ـبٖ دادٜ ؿذ 1ػٙبسیٛٞبی پیـٟٙبدی دس خذَٚ 

 
 ًوَدار راداری )عٌکبَتی( بیي هتغیرّای ٍرٍدی ٍ خرٍجی .2ضکل 

Fig. 2 Radar (spider) chart of relationships between input and output variables  
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 ترکیب ٍ سٌاریَّای تحقیق. 1جذٍل 
Table 1. Model configurations and research scenarios 

 سٌاریَ

Scenario 

 هتغیرّای ٍرٍدی

Input Variables 

 هتغیر خرٍجی

Output Variable 
SN1 P(t) Q(t) 

SN2 E(t), P(t) Q(t) 

SN3 E(t), P(t), Q(t-3) Q(t) 

SN4 Q(t-1), Q(t-2), Q(t-3) Q(t) 

SN5 E(t), P(t), Q(t-1), Q(t-2), Q(t-3) Q(t) 

 یهحذٍدُ هطالعات یآهار یخلاغِ پاراهترّا -5-2

 سفتبسثبسٜ  دس یذیوّ اًلآبتی یذٌی(ٚ وـ یچٍِٛ ییشات،تغ یتهش یبس،ا٘حشاف ٔٔ یبٍ٘یٗ،خّٕٝ ٔ )اص یآٔبس یپبسأتشٞب

 ییوشدٜ ٚ ثٝ ؿٙبػب ییٗسٚدخب٘ٝ سا تج یبٖخش یٞب دادٜ یٞب ػبختبس آٔبس ؿبخق یٗ. اوٙٙذ یفشاٞٓ ٔ یضٝ آثخهحٛ طیهٞیذسِٚٛ

ٞب،  تٛخٝ دس دادٜ  لبثُ یچٍِٛ یبثبلا  ییشپزیشیتغ. ٚخٛد وٙٙذ یثّٙذٔذت وٕه ٔ یٚ سٚ٘ذٞب یذ٘ٛػب٘بت ؿذ ی،فلّ یاٍِٛٞب

 یبثیٚ اسص یپبسأتشٞب دس ًشاح ایٗ .اػت ثیٙی یؾپ یٞب ٔذَ سٚی یؾپ یٞب ٚ چبِؾ یبٖخش یٓسط ٘بٍٕٞٛ٘یدٞٙذٜ  ٘ـبٖ

 یقتـخ ،طیهیذسِٚٛٞ یؼتٓػ یبییأىبٖ دسن ثٟتش اص پٛ یشاص ،داس٘ذ یصیبد یتسٚدخب٘ٝ إٞ یبٖخش ثیٙی یؾپ یٞب ٔذَ

 یثشا یٔحذٚدٜ ٌٔبِٔبت یآٔبس یخلاكٝ پبسأتشٞب ،2خذَٚ  وٙٙذ. یٔٙبػت سا فشاٞٓ ٔ ٞبی یپشت، ٚ ا٘تخبة ٚسٚد یٞب دادٜ

 .دٞذ ٔیسا ٘ـبٖ  ٞب دادٜوُ 

 ّا دادُکل  یبرا خلاغِ پاراهترّای آهاری هحذٍدُ هطالعاتی .2جذٍل 

Table 2. Summary of statistical parameters for the study area based on the entire dataset 
 ّا دادُپاراهترّای آهاری هحذٍدُ هطالعاتی برای کل 

Statistical parameters of the study area for the entire dataset 

 ردیف

Row 

 پاراهتر

Parameter 

 بیطیٌِ

Maximum 

 کویٌِ

Minimum 

 هیاًگیي

Mean 

 اًحراف استاًذارد

Standard 

Deviation 

 چَلگی

Skewness 

 طیذگیک

Kurtosis 

1 
 ثبسؽ

Rainfall  (mm) 

240 0 
1.887 6.733 9.387 151.903 

2 
 تجخیش

Evaporation 

(mm/day) 

3.203 1/0 
2.576 2.677 5.325 244.289 

3 
 دثی

Discharge  
(m

3
/s) 

460 0 
8.027 14.767 5.421 60.485 

 هعیارّای ارزیابی هذل -2-6

. ؿٛد یٞب اػتفبدٜ ٔ ٔذَ ییػٙدؾ دلت ٚ وبسا یثشا یٔتٔذد یآٔبس یبسٞبیسٚدخب٘ٝ، اص ٔٔ یبٖخش ثیٙی یؾٚ پ یصػب ٔذَدس 

ثّىٝ ثٝ  یذٜ،ػٙد ی٘ٝ تٟٙب دلت ٔذَ سا وّٕ یشاص وٙٙذ؛ یٔ یفبٞب ا ٔذَ ثیٙی یؾپ یتلبثّ یبثیدس اسص یاػبػ ی٘مـ یبسٞبٔٔ یٗا

 یوبسثشدٞب یسا ثشا یتش وشدٜ، ٔذَ ٔٙبػت ییٔختّف سا ؿٙبػب یٞب سٚؽتب ٘مبى لٛت ٚ هٔف  وٙٙذ یٔحممبٖ وٕه ٔ

ٔٔیبسٞبی ٔختّف اسصیبثی،  3خذَٚ  .یٙذثّٙذٔذت ا٘تخبة ٕ٘ب ٞبی یضیس ٚ ثش٘بٔٝ یُٔٙبثْ آة، ٞـذاس ػ یشیتٔب٘ٙذ ٔذ یبتیّٕٓ

 .دٞذ ٔیسا ٘ـبٖ  ٔحذٚدٜ لبثُ تٔشیف ٚ ٔمذاس ثٟیٙٝ آٖ
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 ًتایج ٍ بحث -3
 یذیوّ یذسٚٔتئٛسِٚٛطیهٞ یشٞبیسٚدخب٘ٝ ثش اػبع ٔتغ یدث ثیٙی یؾپ یٞب ٔذَ ػبصی یبدٜحبكُ اص پ یحثخؾ، ٘تب یٗدس ا

ثّٙذٔذت  یٞب دادٜ یػبختبس آٔبس ی،ػبص اص ٔذَ یؾ. پٌشدیذ ی ثب تأخیشٞبی ٔختّف( اسائٝدث یشٚ ٔمبد یشثبسؽ، تجخ ؿبُٔ)

 یلشاس ٌشفت تب اًلآبت لاصْ ثشا یبثیٔٛسد اسص یخٌ یٞب یٚ ٕٞجؼتٍ یفیتٛك ٞبی ؿبخق اص اػتفبدٜ ثب( 1397–1348)

 ٞبیدس فشایٙذ یتتشت ، ثٝ(70:30ثٝ ٘ؼجت ) ثٙذی یٓپغ اص تمؼؿذٜ  یآٚس خْٕ یٞب . دادٜؿٛدفشاٞٓ  یٙٝثٟ ٞبی یا٘تخبة ٚسٚد

 آٔٛصؽ ٚ آصٖٔٛ ٔٛسد اػتفبدٜ لشاس ٌشفتٙذ.

 هعیارّای ارزیابی هذل .3جذٍل 
Table 3. Model evaluation metrics 

 ردیف

Row 

 ًام رابطِ

Name of Metric 

 رابطِ ریاضی

Mathematical Formula 

 هحذٍدُ تعریف

Defined 

Range 

 هقذار بْیٌِ

Optimal 

Value 

1 
R)هشیت تججیٗ 

2) 

Coefficient of Determination 

  

 
[∑   

   (           )(           )]
 

∑   
   (           )

 
∑   

   (           )
  

 0 1] 1 

2 
 (MAE)ٔیبٍ٘یٗ لذس ٌّٔك خٌب 

Mean Absolute Error  
    

 

 
∑ 

 

   

|             | [      0 

3 
 (RMSE)سیـٝ ٔیبٍ٘یٗ ٔشثٔبت خٌب 

Root Mean Square Error 
     √

 

 
∑ 

 

   

(             )
  [      0 

4 
 (PBIAS)دسكذ ػٌٛیشی یب ٘باسیجی 

Percentage Bias 
          

∑   
   (             )

∑   
         

         0 

5 
 (MAPE)ٌّٔك  یدسكذ خٌب یبٍ٘یٗٔ

Mean Absolute Percentage Error 
M  E  

   

 
∑  

 

   

|
             

      

| [0     0 

6 
 (KGE) ٌٛپتب-هشیت وّیًٙ

Kling-Gupta Efficiency 
      √                         1] 1 

ی پشت، ثبصػبصی ٞب دادٜ)اص لجیُ آصٖٔٛ ٞبی ٍٕٞٙی، ؿٙبػبیی ٚ حزف  ٞب دادٜداصؽ ٚ ٔذیشیت پش پیؾّٕٓیبت  ،ػپغ

دس پبسأتش وٝ ٞبی آٔبسی ٘ـبٖ داد ثش اػبع ؿبخق (2)ا٘دبْ ٌشفت. ٘تبیح خذَٚ ػبصی دادٜ( ی ٔفمٛدٜ ٚ ٘شٔبَٞب دادٜ

 ییشاتتغ یتهش یبٍ٘ش، ث733/6ٚ ا٘حشاف اػتب٘ذاسد  ٔتشی یّیٔ 240 یـیٙٝدس ٔمبثُ ث ٔتش یّیٔ 887/1ا٘ذن  یبٍ٘یٗثبسؽ، ٔ

لبثُ  یذٌیٚ وـ 387/9ٔثجت  یأش ثب ٔمذاس چٍِٛ یٗوٛتبٜ اػت وٝ ا یصٔب٘ یٞب دس ثبصٜ آػب یُػ یٞب ثبلا ٚ ٚلّٛ ثبسؽ ؼیبسث

ٔتشٔىٔت ثش  027/8 یبٍ٘یٗوٝ ٔ یًٛس ثٝ ٌشدد، یٔـبٞذٜ ٔ یدث یٞب دس دادٜ یٔـبثٟ یت. ٚهٔؿٛد یٔ ییذتأ 903/151تٛخٝ 

 یؼتٓثٛدٜ ٚ ػ یبٍ٘یٗثشاثش ٔ 8/1اص  یؾث یبٖخش ییشاتتغ دٞذ یؿذٜ اػت وٝ ٘ـبٖ ٔ شاٜٕٞ 767/14ثب ا٘حشاف اػتب٘ذاسد  یٝثب٘

 ٔتش یّیٔ 576/2 یبٍ٘یٗثب ٚخٛد ٔ یشپبسأتش تجخ یٗلشاس داسد. ٕٞچٙ یحذ یذادٞبیسٚ یشؿذت تحت تأث ٌٔٙمٝ ثٝ یذسِٚٛطیىیٞ

 یشثب تجخ ییاص ٚخٛد سٚصٞب یاػت وٝ حبو دٜثٝ خٛد اختلبف دا 289/244سا ثب ٔمذاس  یذٌیوـ یضأٖ یـتشیٗدس سٚص، ث

ٌـتبٚس ػْٛ ٚ چٟبسْ دس ٞش ػٝ  یٞب . دس ٔدّٕٛ، ثبلا ثٛدٖ ؿبخقثبؿذ یَٕٔٔٛ ٌٔٙمٝ ٔ یٚ خبسج اص اٍِٛ یذؿذ یبسثؼ

 ثش یذثب یآت ٞبی یُ٘ىشدٜ ٚ تحّ یشٚیٚ ٘شٔبَ پ یخٌ یاص اٍِٛٞب یٔحذٚدٜ ٌٔبِٔبت یذسٚالّیٕیوٝ سفتبس ٞ دٞذ ی٘ـبٖ ٔ یشٔتغ

پٙح تشویت ٔذَ ٚ ػٙبسیٛ دس ایٗ پظٚٞؾ ٔٛسد ثشسػی . یشدچِٛٝ ٚ ثب د٘جبِٝ ثّٙذ ا٘دبْ ٌ یٞب ػبصٌبس ثب دادٜ یٞب ٔذَ یٔجٙب

(، دثی SN2) ٚ دْٚ (SN1دس ػٙبسیٛٞبی اَٚ )لشاس ٌشفت تب اثشات تشویت ٞبی ٔذَ دس ٔیضاٖ دلت ٔٛسد اسصیبثی لشاس ٌیشد. 

ِ٘ش ٌشفتٝ ٘ـذٜ اػت  ٞب دس ٓٙٛاٖ ٚسٚدی ٔذَ ثٝ( ٞبی یه تب ػٝ سٚصتأخیشپبیٝ سٚدخب٘ٝ )یٔٙی ٔمبدیش دثی خشیبٖ سٚدخب٘ٝ ثب 

ٔذَ تب چٝ حذ لبدس  ،ٚ تٟٙب اص ٔتغیشٞبی ٞٛاؿٙبػی ٔب٘ٙذ ثبسؽ ٚ دٔب اػتفبدٜ ؿذٜ اػت تب اسصیبثی ٌشدد وٝ دس غیبة دثی پبیٝ
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دس ایٗ دٚ CNN ،GAN ٚ  SVR دٞذ وٝ ٞش ػٝ ٔذَ ٚهٛح ٘ـبٖ ٔی ثٝ 4ثیٙی خشیبٖ خٛاٞذ ؿذ. ٘تبیح خذَٚ ثٝ پیؾ

Rوٝ هشیت داؿتٝ ثٝ ًٛسیٔیفی ػٙبسیٛ ّٕٓىشد ثؼیبس ه
2
–14 ٔحذٚدٜدس  RMSE ٚ خٌبی 084/0تب  005/0دس ٔحذٚدٜ  

 7ص وٕتش اًٛس چـٍٕیشی ثٝ  ایٗ خٌب ثٝ(  SN4 ٚSN5 ٚیظٜ دس حبِی وٝ دس ػٙبسیٛٞبی ثٔذی )ثٝ .ثش ثب٘یٝ اػت ٔتش ٔىٔت 15

دِیُ ٓذْ دس ِ٘ش ٌشفتٗ پبیذاسی  ثٝ SN1 ٚ SN2 ی، هٔف ّٕٓىشد دساص دیذٌبٜ وّٕ .ثش ثب٘یٝ وبٞؾ یبفتٝ اػت ٔتش ٔىٔت

صٔب٘ی خشیبٖ سٚدخب٘ٝ اػت. دثی سٚدخب٘ٝ داسای ٕٞجؼتٍی صٔب٘ی لٛی اػت؛ یٔٙی ٔمبدیش خشیبٖ دس یه صٔبٖ   راتی ػشی

اص وٙذ تب تٟٙب  ٞب سا ٔدجٛس ٔی ًٛس ٔؼتمیٓ تحت تأثیش ٔمبدیش لجّی ٕٞبٖ ػشی لشاس داسد. حزف ایٗ اًلآبت اػبػی، ٔذَ ثٝ

 طیهدس حبِی وٝ پبػخ ٞیذسِٚٛ ؛ثیٙی خشیبٖ اػتفبدٜ وٙٙذ ٞبی هٔیف ٚ غیشٔؼتمیٓ )ٔب٘ٙذ ثبسؽ سٚصا٘ٝ( ثشای پیؾ ػیٍٙبَ

وٝ هٔف زا ٘تبیح دٚ ػٙبسیٛی اَٚ ٘ـبٖ داد ِپیچیذٜ ٚ غیشخٌی اػت.  طیهٞبی ٞیذسِٚٛتأخیشدِیُ  حٛهٝ ثٝ ثبسؽ ثٝ

 ، ػٙبسیٛیCNN ی، دس ٔذَاص دیذٌبٜ وّٕ .ٞب، داسد سیـٝ دس ػبختبس ٚسٚدی ٔذَ، ٘ٝ دس خٛد اٍِٛسیتٓ ثیٙی،پیؾ ّٕٓىشد

SN5  ٝؿٛد وٝ دس فبص آصٖٔٛ داسای ٓٙٛاٖ ثٟتشیٗ حبِت ؿٙبػبیی ٔی ث R²  818/0ثشاثش ثب،RMSE   َٔتش ٔىٔت 587/6ٔٔبد 

ّٕٓىشد ثؼیبس  SN1 ٚ SN2 دس ٔمبثُ، ػٙبسیٛٞبی .دسكذ اػت 867/9ٔٔبدَ  PBIAS ٚ 862/0ثشاثش ثب   KGEثش ثب٘یٝ،

ثش ثب٘یٝ سػیذٜ اػت. دس  ٔتش ٔىٔت 8/14ًٛس ٔیبٍ٘یٗ ثیؾ اص  ثٝ RMSE تمشیت كفش ٚ ثٝ R² ٞب ا٘ذ وٝ دس آٖ هٔیفی داؿتٝ

 586/6ثشاثش ثب   RMSE، 813/0ٔٔبدَ  R² اػت وٝ دس فبص آصٖٔٛ SN5 ٘یض ثٟتشیٗ ّٕٓىشد ٔشثٛى ثٝ ػٙبسیٛی GAN ٔذَ

دس حبِی وٝ ثذتشیٗ ّٕٓىشد دس  ؛بس ٘ضدیه ثٝ كفش داسدٔثجت ٚ ثؼی PBIAS ٚ 784/0ٔٔبدَ   KGEثش ثب٘یٝ،  ٔتش ٔىٔت

 7/14ٞب دس ٔحذٚدٜ  آٖ RMSE ٚ 035/0ٚ  018/0تشتیت  ثٝ ٞب آٖ R² اػت وٝ SN1 ٚ SN2 ٕٞیٗ ٔذَ ٔتّٔك ثٝ ػٙبسیٛٞبی

دس فبص آصٖٔٛ ایٗ  .دٞذ ٚهٛح ثٟتشیٗ ٘تبیح سا اسائٝ ٔی ثٝ SN5 ، ػٙبسیٛیSVR ثش ثب٘یٝ لشاس داسد. دس ٔذَ ٔتش ٔىٔت 8/4تب 

ثؼیبس ٘ضدیه  PBIAS ٚ 877/0ثشاثش ثب   KGEثش ثب٘یٝ،  ٔتش ٔىٔت 675/5ٔٔبدَ   RMSE، 85/0ثشاثش ثب  R² ػٙبسیٛ داسای

 ٚ 012/0آٖ  R² اػت وٝ SN1 تشیٗ ّٕٓىشد دس ایٗ ٔذَ ٘یض ٔشثٛى ثٝ دس حبِی وٝ هٔیف دسكذ( اػت. 475/0ثٝ كفش )

RMSE  ٖثش ثب٘یٝ اػت. دس ٞش ػٝ ٔذَ،  ٔتش ٔىٔت 596/14آSN1  ٚ SN2 ّٕٝٓىشد ٘بٔٙبػجی داس٘ذ، دس حبِی وSN4  ٚ 

SN5  ٖپزیشی ٔٙبػت ػبختبس  ذاس ٚ تٕٔیٓ، وٝ ٌٛیبی یبدٌیشی پبیدٞٙذ ٔیثبلاتشیٗ ػٌح ٕٞجؼتٍی ٚ وٕتشیٗ خٌب سا ٘ـب

ٓٙٛاٖ ثشتشیٗ ٔذَ  ثٝ SVRؿبٖ دس فبص آصٖٔٛ، ٔذَ  ثب ٔمبیؼٝ ّٕٓىشد ػٝ ٔذَ دس ػٙبسیٛٞبی ثٟیٙٝ. ٚسٚدی ایٗ ػٙبسیٛٞبػت

( سا دس ٔیبٖ تٕبْ 0.877) KGEتشیٗ یـثش ثب٘یٝ( ٚ ث ٔتش ٔىٔت 5.675) RMSEؿٛد، صیشا ٘ٝ تٟٙب وٕتشیٗ ٔمذاس  ؿٙبػبیی ٔی

دٞٙذٜ ٓذْ ػٌٛشایی  آٖ ٘یض ثؼیبس ٘ضدیه ثٝ كفش اػت وٝ ٘ـبٖ PBIASدٞذ، ثّىٝ  ػٙبسیٛ اسائٝ ٔی–ٞبی ٔذَ تشویت

ثش ثب٘یٝ( ٚ  ٔتش ٔىٔت 6.587ثبلاتشی ) RMSE( داسای SN5دس ثٟتشیٗ حبِت خٛد ) CNNػیؼتٕبتیه اػت. دس ٔمبثُ، ٔذَ 

PBIAS تٛخٝ اػت. اص ایٗ   ثشآٚسدی ػیؼتٕبتیه ٘ؼجتبً لبثُ ثشآٚسدی یب ثیؾ دٞٙذٜ وٓ ذ( اػت، وٝ ٘ـبٖدسك 9.867تش ) ثضسي

ؿٛد، ٞشچٙذ ایٗ تفبٚت  تشیٗ ٔذَ دس ایٗ ٌٔبِٔٝ دس ِ٘ش ٌشفتٝ ٔی ٓٙٛاٖ هٔیف ثٝ CNNٓٙٛاٖ ٔذَ ثشتش ٚ  ثٝ SVRسٚ، 

ثٙبثشایٗ،  ( اػت.SN4  ٚSN5) ثشتش ػٙبسیٛٞبی ( SN1  ٚSN2ٚٔشاتت وٕتش اص ؿىبف ّٕٓىشدی ثیٗ ػٙبسیٛٞبی هٔیف ) ثٝ

دسكذ ّٕٓىشد ثٟتشی ٘ؼجت  61.7دسكذ ٚ دس فبص آصٖٔٛ  70.6)ثٟتشیٗ ٔذَ( دس فبص آٔٛصؽ  SN5دس ػٙبسیٛی  SVRٔذَ 

دٞٙذٜ تأثیش ٕٞضٔبِٖ اػتفبدٜ  داسد. ایٗ ثٟجٛد چـٍٕیش ٘ـبٖ اػت SN1دس ػٙبسیٛی  CNNوٝ ٔشثٛى ثٝ ٔذَ  ثٝ ثذتشیٗ ٘تبیح

ی ٚ ٔتغیشٞبی ٞٛاؿٙبػی ٔشتجي( دس ٔمبثُ یه تأخیشٞبی  ( ٚ یه ػبختبس ٚسٚدی غٙی )ؿبُٔ دثیSVRاص یه ٔذَ وبسآٔذ )

دسكذ( ٌٛیبی  61.7ثٝ  70.6اثش ثب ٚسٚدی ٘بلق اػت. ٕٞچٙیٗ، وبٞؾ دسكذ ثٟجٛد اص فبص آٔٛصؽ ثٝ فبص آصٖٔٛ )اص  ٔذَ وٓ

 ثشاصؽ ٘ـذٜ اػت. ف ّٕٓىشد آٖ دس دٚ فبص ٔحذٚد ثٛدٜ ٚ دچبس ثیؾپزیشی خٛة ٔذَ ثشتش اػت، چشا وٝ اختلا تٕٔیٓ

 دٞذ وٝ دس ایٗ ٌٔبِٔٝ ٘ـبٖ ٔی CNN ٚ GAN دٚ ٔذَ یبدٌیشی ٕٓیك ٚ SVR ؿیٗای ثیٗ ٔذَ یبدٌیشی ٔب ثشسػی ٔمبیؼٝ

SVR ٔحٛس لبثُ  اٍِٛسیتٕی ٚ دادٜاص خٛد اسائٝ دادٜ اػت. ایٗ ثشتشی اص دٚ دیذٌبٜ  ٚیظٜ دس فبص آصٖٔٛ ثٝ ّٕٓىشد وّی ثشتشی

ثشاصؽ داسد  ٓٙٛاٖ یه ٔذَ وشّ٘ی، ثب حذاوثشػبصی حبؿیٝ ثیٗ ٘مبى پـتیجبٖ، تٕبیُ وٕی ثٝ ثیؾ ثٝ SVR .اػت ٚ تفؼیش تجییٗ
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ٔذت تٔبدَ ٔٙبػجی ثیٗ پیچیذٌی ٚ خٌبی آٔٛصؿی  وٛتبٜ طیهٞبی صٔب٘ی ٞیذسِٚٛ ٞبی ٔحذٚد ٔب٘ٙذ ػشی ٚ دس ؿشایي دادٜ

ٞبی  ثٝ دِیُ تٔذاد ثبلای پبسأتشٞب ٚ ٘یبص ثٝ دادٜ CNN  ٚGANٞبی یبدٌیشی ٕٓیك ٔب٘ٙذ  ٙذ. دس ٔمبثُ، ٔذَو ثشلشاس ٔی

دٞذ ٚ دس  ٞب سا وبٞؾ ٔی پزیشی آٖ سثي داس٘ذ وٝ تٕٔیٓ ٌؼتشدٜ، دس ایٗ ؿشایي تٕبیُ ثٝ یبدٌیشی ٘ٛیض یب ػبختبسٞبی ثی

ٔٙٔىغ ؿذٜ اػت. ٓلاٜٚ ثش ایٗ، ػبختبس صٔب٘ی پیٛػتٝ ٚ فلّی ٘بپبیذاس(  PBIASثبلاتش ٚ  RMSEتش ) ّٕٓىشد هٔیف

كٛست فـشدٜ ٔذَ وٙذ  خشٚخی سا ثٝ-تٛا٘ذ سٚاثي ٚسٚدی ٞبی غیشخٌی ٔی وٝ ثب وشُ٘ SVRای ثب ٔبٞیت  ٞبی سٚدخب٘ٝ دادٜ

ِٛیذ دادٜ دس ٓٙٛاٖ ٔذِی ثشای ت ثٝ GANٞبی وٛتبٜ وبسایی ٔحذٚدی داسد ٚ  ثشای ػشی CNNػبصٌبستش اػت، دس حبِی وٝ 

دس ایٗ ٌٔبِٔٝ ٘ٝ  SVRدس ٔدّٕٛ، ثشتشی دٞذ.  تشی اص خٛد ٘ـبٖ ٔیوٕخشٚخی پبیذاسی آٔٛصؿی  ٔؼبئُ سٌشػیٛ٘ی ته

ٞبی حدٕی ٚ ػبختبسی  ٞب ٚ ٔحذٚدیت دٞٙذٜ ثشتشی راتی آٖ ثش یبدٌیشی ٕٓیك، ثّىٝ تٙبػت ثبلاتش آٖ ثب ٔبٞیت دادٜ ٘ـبٖ

خشٚخی اٌشچٝ غیشخٌی أب ٘ؼجتبً پیٛػتٝ ٚ –آٔٛصؿی ٔحذٚد ٞؼتٙذ ٚ سٚاثي ٚسٚدی ٞبی ٔؼئّٝ اػت. دس ؿشایٌی وٝ دادٜ

ٞبی  ٞبی ؿجىٝ تش، پبیذاستش ٚ تفؼیشپزیشتش اص ٔذَ اغّت ّٕٓىشدی لٛی SVRٞبی ٔجتٙی ثش وشُ٘ ٔب٘ٙذ  پبیذاس ثبؿٙذ، ٔذَ

ی آثخیض  حٛهٝی دثی سٚدخب٘ٝ دس  ثیٙی سٚصا٘ٝ ٔحٛس ثشای پیؾ ٞبی دادٜ اسصیبثی تٌجیمی ٔذَ .دٞٙذ ٔیٕٓیك اص خٛد ٘ـبٖ 

ٚ ٔتغیشٞبی ٞٛاؿٙبػی  تأخیشؿبُٔ ٔمبدیش دثی ثب ) ی ٚسٚدی ٍٞٙبٔی وٝ ثب ػبختبس ثٟیٙٝ SVRدٞذ وٝ ٔذَ  تدٗ ٘ـبٖ ٔی

پزیشی، ّٕٓىشدی ثشتش ٘ؼجت ثٝ  شی ٚ تٕٔیٓثیٙی، پبیذاسی آٔبسی، وٙتشَ ػٌٛی وّیذی ( تشویت ؿٛد، اص ِ٘ش دلت پیؾ

Rداسد. ایٗ ٔذَ دس فبص آصٖٔٛ، هشیت CNN ٚGANی ٞب ٔذَ
2
ثش  ٔتش ٔىٔت 5.675ٔٔبدَ   RMSE، 0.850ثب ثشاثش   

ٞب ثب ٘تبیح ٌٔبِٔبت اخیش دس  دػت آٚسد. ایٗ یبفتٝ سا ثٝ 0.877ثشاثش ثب   KGE ( ٚ٪0.475٘ضدیه ثٝ كفش )  PBIASثب٘یٝ،

( ٚ 2022ٚ ٕٞىبساٖ ) Wangٓٙٛاٖ ٔثبَ،  دٞذ. ثٝ ٞب سا ٌؼتشؽ ٔی ساػتب اػت ٚ آٖ ٞٓ طیهصی ٞیذسِٚٛػب ٔذَی  حٛهٝ

Ikram ( ٖ٘ـبٖ داد٘ذ وٝ ٔذ2023َٚ ٕٞىبسا )   SVRٝٞبی تدضیٝ ٚیظٜ ٍٞٙبٔی وٝ ثب تىٙیه ث (ٔب٘ٙذ EEMD یبEWT  ) یب

 دٞٙذ ٔیٞبی ٔتّٙٛ، ّٕٓىشدی ثبثت ٚ دلیك اسائٝ  ثیٙی دثی سٚدخب٘ٝ دس الّیٓ دس پیؾ ػبصی تشویت ؿٛ٘ذ ٞبی ثٟیٙٝ اٍِٛسیتٓ

(Wang  ،ٖ؛ 2022ٚ ٕٞىبساIkram  ،ٖ2023ٚ ٕٞىبسا.) ًٝٛس ٔـبثٝ،  ثKhosravi ( ٖدس ٌٔب2022ِٝٔٚ ٕٞىبسا )  ای دس

ٌضاسؽ وشد٘ذ، ٞشچٙذ ثٟتشیٗ  (BATخفبؽ ) ػبصی ثب اٍِٛسیتٓ سا ٍٞٙبْ ثٟیٙٝ  SVR ی ؿٕبَ ایشاٖ، ّٕٓىشد ثٟجٛدیبفتٝ

ّٓیشغٓ ٔـبثٟت دس  ؛آٔذٜ دس ایٗ پظٚٞؾ ثٛد دػت ثٝ 877/0( ٕٞچٙبٖ وٕتش اص ٔمذاس 85/0–82/0ٞب )حذٚد  آٖ KGE ٔمذاس

٘مـی (  Qt−1 ،Qt−2 ،Qt−3) ٞبی لجّی ٚیظٜ ٌٙدب٘ذٖ كشیح دثی ثٝ ،دٞذ وٝ ًشاحی ٚسٚدی ای. ایٗ أش ٘ـبٖ ٔی ؿشایي ٌٔٙمٝ

وٙذ وٝ  دس حمیمت، ٘تبیح ایٗ پظٚٞؾ تأییذ ٔی (.2022ٚ ٕٞىبساٖ،  Khosravi) تش اص پیچیذٌی اٍِٛسیتٕی داسد ٙٙذٜو تٔییٗ

داؿتٙذ وٝ  0.04وٕتش اص  R² (، دس ٞش ػٝ ٕٔٔبسی، هشیت2ٚ  1ا٘ذ )ػٙبسیٛٞبی  ی ٔحشْٚ ؿذٜتأخیشٞبی  ٞبیی وٝ اص دثی ٔذَ

پٛؿی دس  ی غیشلبثُ چـٓ وٙٙذٜ ثیٙی صٔب٘ی خشیبٖ، یه پیؾ پبیذاسی راتی ػشی .اػت طیهثیبٍ٘ش ایٗ ٚالٔیت ٞیذسِٚٛ

( ٘یض ثب تأویذ ثش 2023ٚ ٕٞىبساٖ ) Ayana( ٚ 2022ٚ ٕٞىبساٖ ) Meshramای وٝ  یبفتٝ وٝت، ٔحٛس اػ صی دادٜػب ٔذَ

ٞبی  تش ٔذَ اػت وٝ ّٕٓىشد هٔیف لبثُ تٛخٝ .ا٘ذ ٞبی تٙبٚثی ٚ خٛدٕٞجؼتٍی صٔب٘ی، ثٝ آٖ اؿبسٜ وشدٜ هشٚست ادغبْ ٔؤِفٝ

ٚ ٕٞىبساٖ،  Xuٞبی اخیش )ٔب٘ٙذ  ، دس ُبٞش ثب ادٓبٞبی ثشخی پظٚٞؾ(CNN ٚGANایٗ پظٚٞؾ ) یبدٌیشی ٕٓیك

تأویذ داس٘ذ، دس توبد اػت. ثب ایٗ  طیهٞب دس ٔؼبئُ ٞیذسِٚٛ ( وٝ ثش ثشتشی راتی ایٗ ٕٔٔبسیLatif   ٚAhmed ،2023؛2022

اص  دس حمیمت آٟ٘بلبثُ تجییٗ اػت.  حدٓ دادٜ ٚ ػبختبس ٔؼئّٝ ی ثب دس ِ٘ش ٌشفتٗ دٚ ٓبُٔ وّیذیحبَ، ایٗ تٙبلن ُبٞش

ٞبی الّیٕی  ای( ٚ اغّت اص ؿبخق ٞبی ثضسي سٚدخب٘ٝ ٞبی ٔتٔذد دس ػیؼتٓ ی ٔبٞب٘ٝ )چٙذ دٞٝ اص ایؼتٍبٜ ٞبی ٌؼتشدٜ دادٜ

وٙذ. دس ٔمبثُ، ایٗ پظٚٞؾ ثش  ٞبی ثب پبسأتش صیبد خٌّٛیشی ٔی ثشاصؽ دس ٔذَ ؿشایٌی وٝ اص ثیؾ،  ا٘ذ وٕىی اػتفبدٜ وشدٜ

ٞب  حدٓ ٘ؼجتبً ٔحذٚد دادٜ .خـه ثب ٘ٛػب٘بت ؿذیذ ا٘دبْ ؿذٜ اػت ای ٘یٕٝ حٛهٝی یه ایؼتٍبٜ دس  ٞبی سٚصا٘ٝ اػبع دادٜ

ٞبی ٕٓیك سا ٔحذٚد  وبٞؾ یبفتٝ اػت( ُشفیت ٔؤثش ٔذَپشداصؽ  ػبَ، وٝ پغ اص پیؾ 50سوٛسد سٚصا٘ٝ دس  18,000)حذٚد 

ٞبی  حتی ٍٞٙبْ اػتفبدٜ اص ٔذَ ا٘ذ ( اؿبسٜ وشد2023ٜ( ٚ وٛٔبس ٚ ٕٞىبساٖ )2022ذ٘بٖ ٚ ٕٞىبساٖ )ٓ ،ٕٞچٙیٗ وٙذ ٔی
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ػشٓت  ای پیچیذٌی اٍِٛسیتٕی دس ؿشایي وٕجٛد دادٜ، ثٝ ٞبی حبؿیٝ ٔضیتANFIS  یب CatBoost ی تشویجی ٔب٘ٙذ پیچیذٜ

ػبصی حبؿیٝ، پیچیذٌی سا تِٙیٓ  وٝ راتبً اص ًشیك ثیـیٙٝ SVR ٞبی ٔجتٙی ثش وشُ٘ ٔب٘ٙذ ؿٛد. دس چٙیٗ ؿشایٌی، ٔذَ اؿجبّ ٔی

ایٗ پظٚٞؾ  CNN ٚ GAN ٞبی وٝ دس ٔذَ ثشاصؽ تش ثٛدٜ ٚ اص تٕبیُ ثٝ ثیؾ ای ٔمبْٚ وٙٙذ، دس ثشاثش ٘ٛیض ٚ ؿىبف دادٜ ٔی

ثؼیبس ٘ضدیه ثٝ كفش   PBIASٓلاٜٚ ثش ایٗ، .(Adnan et al., 2022; Kumar et al., 2023) ٔب٘ٙذ دس أبٖ ٔی ٔـٟٛد ثٛد

ای  تأویذ داسد؛ ٚیظٌی ٞبی وٓ ٚ صیبد ثیٙی خشیبٖ یٔٙی تٔبدَ دس پیؾ تشیٗ ٔضیت ّٕٓیبتی آٖ ثش ثشخؼتٝ SVR (0.475٪) ٔذَ

ٞبی ٘بدس ِٚی ؿذیذ سا ٘ـبٖ  (، وٝ ٚخٛد ػیلاة60.485( ٚ وـیذٌی ؿذیذ )8027ٞبیی ثب چٍِٛی ثبلا ) حٛهٝحیبتی دس 

ی  دٞٙذٜ داؿت وٝ ٘ـبٖ %9.867ٔٔبدَ PBIAS (SN5 ) دس ثٟتشیٗ حبِت خٛد CNN . ایٗ دس حبِی اػت وٝ ٔذَدٞٙذ ٔی

( ٔمبدیش ثؼیبس 2023)ٚ ٕٞىبساٖ   Ayanaثشآٚسدی ػیؼتٕبتیه دس سٚیذادٞبی اٚج اػت. ٌٔبِٔبتی ٔب٘ٙذ ثشآٚسدی یب ثیؾ وٓ

ا٘ذ، چٙیٗ  ٌضاسؽ وشدٜ (BiGRU ٔب٘ٙذ) ی یبدٌیشی ٕٓیك ٞبی پیـشفتٝ سا ثب اػتفبدٜ اص ٔذَ( 97/0) ثضسي تش اص  NSE ثبلای

وٝ ٘ٛػب٘بت تلبدفی سا  ٞبی ٔبٞب٘ٝ ٞبی ٕٞٛاسػبصی )ٔیبٍ٘یٗ ٔتحشن( یب دادٜ ّٕٓىشدی اغّت ٘بؿی اص اػتفبدٜ اص تىٙیه

ٌشایی  ٚالْ ثذٖٚ ٕٞٛاسػبصی ٔلٙٛٓی ٞب اػت. دس ٔمبثُ، ایٗ پظٚٞؾ ثب حفَ ػبختبس صٔب٘ی خبْ دادٜ دٞٙذ ٔیوبٞؾ 

خبیی وٝ تغییشات ٘بٌٟب٘ی خشیبٖ  ثیٙی سا حفَ وشدٜ اػت ٚ ٘تبیح آٖ ثشای ػٙبسیٛٞبی ّٕٓیبتی ی پیؾ ٔؼئّٝ طیهٞیذسِٚٛ

دس ایٗ ٌٔبِٔٝ ٘ٝ  SVRدس ٔدّٕٛ، ثشتشی . (Ayana et al., 2023) تش اػت لبثُ تٕٔیٓ ثیٙی ؿٛ٘ذ ثبیذ دس صٔبٖ ٚالٔی پیؾ

ی ٔحذٚدیت راتی یبدٌیشی ٕٓیك، ثّىٝ ٌٛاٞی ثش اكّی وّیذی دس ٞیذسٚا٘فٛسٔبتیه اػت: ا٘تخبة ٔذَ ثبیذ ثش  دٞٙذٜ ٘ـبٖ

ٞبی  ٞبیی ثب دادٜ حٛهٝی ٘ٛآٚسی اٍِٛسیتٕی. دس  ٞبی ٔؼئّٝ ثبؿذ، ٘ٝ كشفبً ثش پبیٝ ٞبی دادٜ ٚ ٔحذٚدیت اػبع ٚیظٌی

حّی  ٔحٛس، ساٜ ٞبی فیضیىی ؿذٜ ثب ٚسٚدی ػبختٝ خٛة SVRی ٔحذٚد ٚ ٘بپبیذاس ٚ ثب ٚاثؼتٍی صٔب٘ی لٛی، یه ٔذَ  سٚصا٘ٝ

ای وٝ پیبٔذٞبی ٔؼتمیٕی ثشای حىٕشا٘ی  یبفتٝ دٞذ تش اسائٝ ٔی ٞبی پیچیذٜ تش، پبیذاستش ٚ تفؼیشپزیشتش ٘ؼجت ثٝ خبیٍضیٗ دلیك

 داسد. ٔب٘ٙذ ؿٕبَ غشة ایشاٖ دادٜ ٚ تحت تٙؾ الّیٕی ٔٙبًك وٓ پبیذاس آة دس

 در دٍ فاز آهَزش ٍ آزهَى ی پصٍّصّا هذلًتایج عولکرد  .4جذٍل 

Table 4. Performance results of research models in two phases of training and testing 

 اسٌاریَّ

Scenarios 

 (%70آهَزش ) فرایٌذ

Training Process 

 (%30آزهَى ) فرایٌذ

Testing Process 

R2 RMSE (m3/s) PBIAS (%) KGE (%) R2 RMSE (m3/s) PBIAS (%) KGE (%) 

CNN model 

SN1 0.005 14.7 8.150 0.310 0.005 14.834 7.169 -0.310 
SN2 0.011 14.603 6.501 0.242 0.0109 14.913 5.939 -0.247 
SN3 0.804 7.288 17.255 0.773 0.774 7.746 16.91 0.784 
SN4 0.848 5.983 -2.794 0.787 0.799 6.847 -0.3011 0.764 

SN5 0.821 6.486 10.903 0.854 0.818 6.587 9.867 0.862 

GAN model 

SN1 0.021 14.597 0.300 0.187 0.018 14.674 1.267 -0.200 
SN2 0.037 14.389 4.189 0.146 0.035 14.748 4.701 -0.155 
SN3 0.822 6.433 -5.752 0.796 0.847 5.717 -5.156 0.816 
SN4 0.829 6.287 -4.349 0.795 0.823 6.270 -3.330 0.792 
SN5 0.830 6.138 8.763 0.807 0.813 6.586 0.784 8.882 

SVR model 

SN1 0.021 14.641 -0.190 0.207 0.012 14.596 0.129 0.231 
SN2 0.0841 14.221 0.035 0.065 0.043 14.359 0.131 0.121 
SN3 0.845 6.061 0.053 0.788 0.807 6.633 0.253 0.766 
SN4 0.898 4.738 0.075 0.903 0.828 6.085 0.562 0.863 
SN5 0.915 4.323 0.032 0.915 0.850 5.675 0.475 0.877 
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 SVR در هذلبیٌی ٍ هطاّذاتی ی پیصّا دادُ. ًوَدار پراکٌذگی بیي 3ضکل 

Fig. 3. Scatter plot between predicted and observed data of the SVR model 

 
 (SVRی )بیٌی هطاّذاتی ٍ پیصّا دادُ. ًوَدار سری زهاًی بیي 4ضکل 

Fig. 4 Time series plot of observed and predicted data (SVR) 
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 SVR. ًوَدار ّیستَگرام خطا ٍ تَزیع فراٍاًی هذل 5ضکل 

Fig. 5 Histogram of errors and frequency distribution of the SVR model 

   
 SVRچٌذک خطاّا در هذل -. ًوَدار تَزیع تجوعی خطا ٍ ًوَدار چٌذک6ضکل 

Fig. 6 Cumulative error distribution plot and quantile-quantile (Q–Q) plot of errors for SVR model 

 
 SVR بیٌی هذل. ًوَدار خطای پیص7ضکل 

Fig. 7 Prediction error plot of SVR model 
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 در دٍ فاز آهَزش ٍ آزهَى CNNبیٌی هذل ی هطاّذاتی ٍ پیصّا دادُ. ًوَدار پراکٌذگی بیي 8ضکل 

Fig. 8 Scatter plot between observed and predicted values of CNN model during the training and testing phases 

   
 GANبیٌی ٍ هطاّذاتی هذل ی پیصّا دادُ. ًوَدار پراکٌذگی بیي 9ضکل 

Fig. 9 Scatter plot of predicted and observed values of the GAN model 

  

 ّای هختلف ارزیابیاساض ضاخع ی پصٍّص برّا هذل. هقایسِ 10ضکل 

Fig. 10 Comparison of the research models based on various evaluation metrics 
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 ی پصٍّص در دٍ فاز آهَزش ٍ آزهَىّا هذللي پلات ٍ جعبِ َ. ًوَدار ٍی11ضکل 

Fig. 11 Violin and boxplot of the research models during the training and testing phases 

 گیریًتیجِ -4
اص آ٘ىٝ ٚاثؼتٝ ثٝ  ثیؾ، طیهیذسِٚٛٞ یذثب ٘ٛػب٘بت ؿذ یٞب حٛهٝسٚدخب٘ٝ دس  یدث ثیٙی یؾپظٚٞؾ ٘ـبٖ داد وٝ دلت پ یٗا

دس  SVRداسد. ٔذَ  یٞب ثؼتٍ دادٜ یتٔذَ ثب ٔبٞ یكٚ تٌج ٞب یٔذَ ثبؿذ، ثٝ ػبختبس ٞٛؿٕٙذ ٚسٚد یتٕیاٍِٛس یچیذٌیپ

ؿذ ٚ  ییٔذَ ؿٙبػب یٗٓٙٛاٖ وبسآٔذتش ( ثٝیٞٛاؿٙبػ یشٞبیٚ ٔتغ یتأخیش ٞبی یاص دث ای یٙٝثٟ یتپٙدٓ )ؿبُٔ تشو یٛیػٙبس

 یؾٚ افضا RMSE (5.675 m³/s) یتٟٙب دس وبٞؾ خٌب٘ٝ  SVR یاص خٛد ٘ـبٖ داد. ثشتش CNN ٚ GAN ثشتش اص یّٕٓىشد

 (877/0)KGE  ،یثبلا یبسثؼ یىیثّىٝ دس ٘ضد PBIAS ( دسكذ 475/0ثٝ كفش )ییثش ٓذْ ػٌٛشا ٌٛاٞی وٝ ؿذ آؿىبس 

وٝ  وٙٙذ یٔ ییذٚهٛح تأ ٌٔبِٔٝ ثٝ یٗا ٞبی یبفتٝ .اػت یبدوٓ ٚ ص ٞبی یبٖخش ثیٙی یؾآٖ دس پ یٙبٖإً یتٚ لبثّ یؼتٕبتیهػ

ٔٙدش ثٝ  یك،ٕٓ یبدٌیشی ی یـشفتٝپ یٞب ثب اػتفبدٜ اص ٔذَ ی( حتیتأخیش ٞبی ی)دث یبٖخش یصٔب٘ یػش یحزف اًلآبت رات

ٔحٛس، دسن  دادٜ طیهیذسِٚٛٞ یصػب ٔذَوٝ دس  ػبصد یأش ثشخؼتٝ ٔ یٗا.  (R² < 0.04) ؿٛد یٔ ثیٙی یؾؿىؼت وبُٔ دس پ

ثبؿذ، ٘ٝ  یٚسٚد یًشاح ی وٙٙذٜ یتٞذا ( ثبیذحٛهٝ ثٝ ثبسؽ یتأخیشٚ پبػخ  یبٖسٚ٘ذ خش یذاسیپب ب٘ٙذ)ٔ یضیىیف ٞبیفشایٙذ

 یتاِٚٛ یذاس،ٔحذٚد ٚ ٘بپب یٞب ثب دادٜ یٞب حٛهٌٝشدد دس ٔی یـٟٙبداػبع، پ یٗا ثش. یتٕیاٍِٛس یاص سٚ٘ذٞب یسٚ كشفبً د٘جبِٝ

 اص تب( ػجه یجیتشو یٞب ٔذَ یب SVR ٔب٘ٙذ) وٙٙذ یثشلشاس ٔ پزیشی یٓٚ تٕٔ یچیذٌیپ یٗث یوٝ تٔبدَ ٔٙبػج ذثبؿ ییٞب ثب ٔذَ

 یشخٌیاٚج، ادغبْ اًلآبت غ یذادٞبیسٚ ثیٙی یؾدس پ یٙبٖإً یتلبثّ یؾافضا یثشا. ٕٞچٙیٗ ؿٛد یشیخٌّٛ ثشاصؽ ثیؾ

 یٕیالّ ٍ٘شی یٙذٜإٓٞچٙیٗ  .ثبؿذ یذثخؾأ یشیٔؼ تٛا٘ذ یٔ SVR ثب(  VMD یب EWT ٔب٘ٙذ) یٍٙبَػ ی یٝحبكُ اص تدض

دس  ٍ٘ش یٙذٜآ ٞبی وٙٙذٜ ثیٙی یؾٓٙٛاٖ پ ثٝ (GCM/RCM) یٕیالّ یٞب ٔذَ ٞبی یٔؼتّضْ ٌٙدب٘ذٖ خشٚخ طیهیذسِٚٛٞ

دس  ٚیظٜ ثٝ یا دادٜ یٞب ٚ وبٞؾ ؿىبف یذسٚٔتشیٞ یٞب ؿجىٝ یتتمٛ یت،دس ٟ٘ب. اػت یٗٔبؿ یبدٌیشی یٞب چبسچٛة

ٞش ٔذَ  یاػبػ ی یٝدادٜ، پب یٛػتٍیٚ پ یفیتچشا وٝ و یشد،لشاس ٌ یبػتیػ ٞبی یتدس اِٚٛ ثبیذ ،یشاٖا ی دادٜ وٓ ٞبی یؼتٍبٜا

 ی٘ؼج یٔـبثٝ ٚ ػبدٌ ٞبی یؼتٍبٜا یشدس ػب SVRٔذَ  پزیشی یٓتٕٔ یتثب تٛخٝ ثٝ لبثّ ٕٞچٙیٗ .ٔٔتجش اػت ی وٙٙذٜ ثیٙی یؾپ

 ٞبی یوٝ خشٚخ یبثذتٛػٔٝ  ٞٛؿٕٙذ ثشخي یپّتفشْ ٔجتٙ یه ؿٛد یٔ یـٟٙبد(، پیكٕٓ یٞب ثب ٔذَ یؼٝآٖ )دس ٔمب ػبصی یبدٜپ

 یٚ ٟ٘بدٞب یا وـبٚسصاٖ، ػبصٔبٖ آة ٌٔٙمٝ ٞب، یسیبخّٕٝ دٞ اص یٙفٔبٖر یبسكٛست ؿفبف ٚ ثلادسً٘ دس اخت سا ثٝ ثیٙی یؾپ

 ی وـبٚسصاٖ دسثبسٜ ثٝ ثخـی یثّىٝ ثب آٌبٞ دٞذ، یٔ یؾسا افضا ٌیشی یٓتلٕ یتتٟٙب ؿفبف ٘ٝ یپّتفشٔ یٗدٞذ. چٙ لشاس یِ٘بست

 آة یدس خٟت حىٕشا٘ ٌبٔی ٕ٘ٛدٜ ٚ یُوـت سا تؼٟ یاٍِٛ ػبصی یٙٝٚ ثٟ یآثتٙؾ وبٞؾ  یبٖ،احتٕبَ ٘ٛػب٘بت خش

اكُ اػت وٝ دس  یٗثش ا یپظٚٞؾ ٌٛاٞ یٗٔدّٕٛ، ا دس ایدبد خٛاٞذ ٕ٘ٛد. یٕیالّ ییشاتٚ ٔمبْٚ دس ثشاثش تغ یٔـبسوت

آٖ  یتتمٛ یثشا یٓٙٛاٖ اثضاس ثٝ یذؿٛد، ثّىٝ ثب طیهیذسِٚٛدسن ٞ یٗخب٘ـ یذ٘جب یآة دس ثحشاٖ، ٞٛؽ ٔلٙٛٓ یحىٕشا٘
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لبثُ  ّیح ٔٙبػت، ساٜ یتٓحٛهٝ ٚ اٍِٛس یضیهف ی ٞٛؿٕٙذا٘ٝ یتٌٔبِٔٝ، تشو یٗوٝ دس ا ٌٛ٘ٝ ٕٞبٖ ،یشدٔٛسد اػتفبدٜ لشاس ٌ

 اسائٝ وشد. یشأٖٙبثْ آة دس ؿٕبَ غشة ا یشیتٔذ یذیوّ یٞب اص چبِؾ یىی یآتٕبد ثشا

 گساری سپاض -5
اسی اًلآبت زٌ٘ٛیؼٙذٌبٖ ایٗ پظٚٞؾ ٔشاتت تـىش ٚ لذسدا٘ی خٛد سا اص ؿشوت ٔذیشیت ٔٙبثْ آة ایشاٖ ثبثت اؿتشان

داٚسی ٚ  فشایٙذ٘یض ثبثت تؼشیْ دس  خـهیٕٝخـه ٚ ٘ ٔٙبًك ػبصٌبٖ ٚ ثْٛ یٓالّداس٘ذ. ٕٞچٙیٗ اص ٘ـشیٝ ٔی ٖآلا

 ٕ٘بیٙذ.ٚ لذسدا٘ی ٔیتـىش پبػخٍٛیی ثٍٟٙبْ 

 عاتّا ٍ اطلا دادُ -6
 .اػت ٚ ٔؼئَٛ ٔىبتجبت اَٚ یؼٙذٜٓبت ٔمبِٝ حبهش، ٘ٛلاٞب ٚ اً دادٜ یٔجٙب

 تعارؼ هٌافع -7
 .اػت یؼٙذٌبٖٕٞٝ ٘ٛ ییذٔٛسد تأ ٔؼأِٝ یٗٚخٛد ٘ذاسد ٚ ا یٔمبِٝ، تٔبسم ٔٙبفٔ یٗا دس

 یسٌذگاىًَ هطارکت -8
 :اػت یشٔمبِٝ ثٝ ؿشح ص یٗدس ا یؼٙذٌبٖٔـبسوت ٘ٛ

ٚ ٍ٘بسؽ  یح،٘تب یشٚ تفؼ یُٞب، تحّ دادٜ یآٚس خْٕ یك،چبسچٛة تحم یپظٚٞؾ، ًشاح پشداصی یذٜا دس اَٚ یؼٙذٜ٘ٛ ٔـبسوت

ٚ  یح٘تب یٞب، آتجبسػٙد دادٜ یآٔبس یُتحّ یك،سٚؽ تحم یدس ًشاح دْٚ یؼٙذٜ٘ٛ ٔـبسوتذ. ثبؿ ٔی ٔمبِٝ یٝاِٚ ٘ٛیغ یؾپ

 یثش سٚ٘ذ ا٘دبْ پظٚٞؾ، ثشسػ ییِ٘بست ٚ سإٞٙب دس ػْٛ یؼٙذٜ٘ٛ ٔـبسوتاػت.  ٔمبِٝ یّٕٓ یٙیدس ٍ٘بسؽ ٚ ثبصث یٕٞىبس

ٞب ٚ أىب٘بت  دادٜ یٗتأٔ ،چٟبسْ یؼٙذٜ٘ٛ ٔـبسوتاػت ٚ دس ٟ٘بیت  ٔتٗ ٔمبِٝ ییٟ٘ب یشایؾٚ ٚ یح،ٚ وٙتشَ كحت ٘تب

 ذ.ثبؿ ٔی ٚ ثٟجٛد ػبختبس ٔمبِٝ یح٘تب یشٚ ٔـبسوت دس تفؼ یی،ٚ اخشا یفٙ یجب٘یپـت ی،پظٚٞـ

 یقاخلا اغَل -9
 .ثبؿذ یآٟ٘ب ٔ ٕٞٝ ییذٔٛهّٛ ٔٛسد تأ یٗا٘ذ ٚ ا ٕ٘ٛدٜ یتسٓب یّٕٓ اثش یٗسا دس ا٘دبْ ٚ ا٘تـبس ا یللااكَٛ اخ ،٘ٛیؼٙذٌبٖ

 یهال حوایت -10
یب ػبصٔبٖ ٚ دػتٍبٜ ٞبی اخشایی ٚ  ذ وٝ ٞیچ ٌٛ٘ٝ ٚاثؼتٍی ٔبِی ثٝ دا٘ـٍبٜثبؿ ٔیاص یه پظٚٞؾ آصاد  ٔمبِٝ حبكُ ایٗ

 .ذثبؿ ٔیػؼبت آٔٛصؽ ٓبِی ٘ذاؿتٝ ٚ اص ِحبٍ ٔبِی ٔؼتمُ ؤٔ
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